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Abstract: This study aims to comprehensively present ways to determine the validity of a standardized test, highlighting essential 
criteria that can be widely used. Incremental learning, as conceived by Minsky, represents the construction of knowledge focused on 
the multitude of interactions between the cognitive components (which build inferences in a decision-making process) or 
metacognitive components (which support the solving and decision-making process); it requires a special type of feedback 
(motivational, affective, behavioral, cognitive) through a standardized assessment. Evaluation through standardized tools has 
unique requirements that are imposed to be able to provide feedback as eloquently and correctly as possible at the same time. One of 
the particular mandatory criteria is testing the validity of the test, with all its components: internal validity, external validity, content 
validity (highlighted by the value of the content validity coefficient and the value of the concordance coefficient), criterion validity 
(with its components competitive validity and predictive validity), and construct validity (which involves both a theoretical and an 
empirical approach). The examples built in this work illustrate how to calculate the concordance coefficient, Kendall's coefficient, 
respectively Cohen's coefficient for a set of results obtained by a group of students who two or more evaluators evaluated. 

Keywords: Incremental Learning, Content Validity Coefficient, Inter-Evaluator Agreement Coefficient,  
Concordance Coefficient, Kendall Coefficient, Κ Cohen Coefficient 

 

1. Introduction 

The noematic correlation, in the Husserlian [19] 
phenomenological sense, between educational communication, 
which involves teaching or learning as a self-instructive process, 
and assessment, which operationalizes the level of skills, 
realizes diagnoses, makes predictions on student performance, 
constitutes an incremental process. Incremental learning 
focuses on the emerging philosophy [18] of organizing 
educational situations whose instructional design capitalizes on 
effective ways of reactualization, using operationalized 
structuring in microworlds of declarative, procedurals, 
conditionally, and strategic knowledge [30], in problem spaces 
[34], as well as in new, interconnected linguistic structures [38]. 
In Minsky's theory of incremental learning [28], learning 
construction is based on the diversity of interactions between 
sensations, perceptions, representations, knowledge, and 
plausible inferences that act as a functional network of 

assimilated symbolic information. The advantage of 
incremental learning is that it ensures a continuous flow of new 
knowledge in direct connection with the existing ones, 
constituting self-organized maps and building meta-heuristics 
[14], allowing the development of multidisciplinary, 
interdisciplinary, and transdisciplinary skills. The construction 
of meaning (at the syntactic, semantic, thematic, narrative level) 
and of understanding requires the ability to conceive, 
operationalize and use strategies for processing and integrating 
new data into the operative cognitive network that is constantly 
being restructured. Given that in communication, the speaker 
neglects certain information considered non-essential or 
assumed to be known, the conceptual processing tries to fill in 
these omissions, using his proper cognitive network at all its 
levels (recognition, understanding, application, analysis, 
synthesis, evaluation, creation [3, 2].) This instantiation, 
conceptual materialization, is often corrected by the concrete 
data of each situation because, sometimes, the information 
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received can lead to preconceived ideas, mainly due to the 
socio-emotional-cognitive background but also to the 
functional fixity [44], which predisposes to data interpretation 
mainly from the point of view of the denotative characteristics 
[10], and less of the implicit, insufficiently observable ones. 

Currently, incremental learning is closely related to online 
learning, where advanced learning algorithms perform 
practical cognitive training that multiplies the chances of 
solving specific problem situations, significantly improving 
the accuracy and efficiency of the decision [6]. 

Standardized testing is the usual way to implement an 
assessment that promotes incremental learning when certain 
criteria are met. The first criterion is the relevance of the 
inferences that lead to a particular result by applying the test. 
Another criterion is the analysis of how the test was applied 
(ethical conditions, compliance with the norms in force, which 
offer the same opportunities to all participants, regardless of 
individual differences or particularities). Another important 
criterion is the efficiency of the methods by which the answers 
to the proposed test items were interpreted (according to the 
correction and scoring scale). 

2. Literature Review 

Learning assessment policies within educational 

institutions have been studied by Kane [20]. He identified two 
specific categories of evaluation organization. The first 
category highlights the institutional means of evaluating 
learning through empirical evidence – the ECD 
(Evidence-Centered Design) model conceived by Mislevy and 
colleagues [29-31]. The second category promotes 
institutional means of evaluating learning through structured 
models of interpretive analysis based on theoretical rationales 
– the IA (Interpretive Analysis) model, which was 
conceptualized by Kane [20]. 

A pertinent analysis of the ECD model [39] states that the 
assessment design has a first stage, that of identifying what 
should be assessed in terms of the competencies acquired by 
the student and the performance to be achieved, and a second 
stage, that of establishing the types of items that can determine 
the acquisition of specific behaviors and the achievement of 
the level of performance required. ECD-type design and 
assessment ensure the development of specific expertise in the 
field of study through collaborative learning, co-distributed 
expertise, and complex problems solving [36], which allow 
the assessment of higher cognitive levels from Bloom's 
taxonomy [2, 3]. 

Kane's IA model [20] represents a methodology that can be 
used to validate interpretive arguments in learning assessment, 
being summarized in the following table. 

Table 1. The argument for the interpretation of the level of acquisition of competence in relation to the score obtained by the student (adapted from Kane [20], p. 

34). 

I1: Scoring (correlation performance - score 
awarded) 

A1.1. Appropriate design of rules for scoring items and establishing criteria for passing the exam. 
A1.2. The application of the rules for scoring the items according to the specifications and 
establishing the criteria for passing the exam. 
A1.3. Unbiased scoring of items and objective establishment of exam passing criteria. 
A1.4. Adapting the measurement models involved in scoring the items and establishing the criteria for 
passing the exam. 

I2: Generalization (starting from the particularities 
of the observed scoring to a universally valid 
scoring) 

A2.1. Making a representative sample of observations to be able to generalize the scoring of the items. 
A2.2. Making a sufficiently large number of observations to control the random errors in scoring the 
items. 

I3: Extrapolation (starting from the universally valid 
scoring to the specific scoring of the designed test 
instrument) 

A3.1. The association of universally valid scoring with the specific scoring of the designed test 
instrument. 
A3.2. Elimination of systematic errors likely to affect extrapolation. 

I4: Interpretation (starting from the specific scoring 
of the designed test instrument to the verbal 
description of the interpretation of the results as the 
level of acquisition of the targeted competence) 

A4.1. The suitability at the theoretical status of the implications regarding the association of the 
obtained score with the level of acquisition of the targeted competence. 
A4.2. Empirical support of the implications regarding the association of the obtained score with the 
level of acquisition of the targeted competence 

 

3. Data and Methodology 

The design of standardized evaluation tests to be 
implemented involves checking the validity, reliability, 
replicability, and objectivity standards. 

Essentially, validity depends more on how the test is 
applied than on the test itself, as all aspects and details of a 
measurement procedure can influence performance and, thus, 
what is being measured [9]. This is the main reason why 
validity conditions in a standardized test are necessary. 

4. Validity of a Standardized Test 

The validity of a test is the process of determining the extent 

to which descriptive, explanatory, or predictive interpretations 
lead to inferences based on its scores [40] obtained by applying 
appropriate instruments to determine the level of an aptitude or 
the acquisition of a skill. Messick [27] defined validity as the 
evaluatively integrated judgment of the degree to which 
empirical and rational theoretical evidence supports the 
accuracy and relevance of inferences based on the results of an 
evaluation. In educational testing, validity refers to the extent to 
which theory supported by empirical evidence demonstrates 
that interpretations of test results support their intended uses. 

The validity of a test captures two facets of the same reality 
[4]: 

1. Internal validity; 
2. External validity. 
Validity is a multi-vector construct [1, 25, 15] for the 
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establishment of which several strategies are designed to 
validate inferences made based on test scores [42] to assess the 
appropriateness of using the proposed test to measure a 
characteristic or competence. The components of validity are: 

Content validity (highlighted by the value of the content 
validity coefficient and the value of the concordance 
coefficient) aims to verify declarative, procedural, strategic, 
and conditional knowledge [11, 41]. 

Criterion validity (with its competitive and predictive 
validity components) aims to test skills [9, 17, 41, 13]. 

Construct validity (which involves both a theoretical and an 
empirical approach) aims to verify the relevance of the 
transposition of a concept into an evaluative tool [5, 1, 8, 41]. 

4.1. The Internal Validity of a Test 

The internal validity of a test [43] examines the extent to 
which inferences built based on test scores discriminate the 
actual existence of a causal relationship between the 
independent and dependent variables without the intervention 
of other factors. 

Internal validity can be distorted by many causes, such as 
the expectations of the researcher (he may convey information 
or notes that suggest certain answers to students); students' 
expectations (they will try to give the answer they consider 
generally accepted, even if they have a different opinion); the 
subjective fluctuation of the measured values (the researcher 
may have fluctuations in the spirit of observation due to 
subjective or objective causes, and students may respond 
differently as a result of changes in their mental state or 
abilities, through learning or practice following the repetition 
of the assessment tool); the application to students of a 
different instructive-educational treatment for subjective 
reasons (the use of other records, the reduction of the number 
of students in a group through absenteeism at certain phases of 
the educational project or even transfer, abandonment or the 
partial application of the scheme to one of the subgroups); 
favorable sensitization to repeated testing or, on the contrary, 
the inoculation of test-refractory attitudes, statistical 
regression (as a result of a low randomization of student 
groups, or of using a selection based on high scores on specific 
tests); maturation (if the time interval between tests is longer, 
changes related to the mental evolution of the individual 
appear); psychophysiological or historical factors (the state of 
one's own biorhythm, illnesses, successes, disappointments); 
the interactions of hidden, non-experimental variables that 
may influence the accuracy of the causal link between the 
independent and dependent variables. 

Internal validity can be improved by controlling extraneous 
and intermediate variables, using standardized instructions 
described at the time of test application, and eliminating items 
with ambiguous wording and effects due to the subjectivity of 
the investigator. 

4.2. The External Validity of a Test 

The external validity of a test [43] refers to the extent to 
which the inferences drawn from the test can be generalized 

situationally (ecological validity), socially (population 
validity), and temporally (historical validity). 

External validity results can be distorted for various reasons. 
Ecological validity test values can be altered due to the 
Hawthorne effect [37], a type of reactivity in which individuals 
change some aspect of their behavior in response to the 
awareness of being observed. Social validity testing values may 
be distorted due to restrictions on the possibility of a random 
selection of the target group but also due to the more responsible 
reaction of the target group compared to that of the control group. 
The historical validity testing values can be distorted by the 
interference of multiple treatments, which implies the application 
of several evaluative tools within the same approach, or by a 
particular order of the items/ tests, which determines the 
production of physio-psychological effects that facilitate or, on 
the contrary, hinder the transfer of information. 

External validity can be improved by setting experiments in 
a more natural setting, using a random selection of participants 
to generate a representative sample, and making subgroups to 
apply tests specific to different characteristics of the 
independent variable. 

4.3. Content Validity 

Content validity reflects the extent to which the objective, 
semi-objective, subjective, or performance skills items 
proposed in a test verifies the student's assimilation of relevant 
content, refer exclusively to learning related to organized 
educational situation and cover the targeted curriculum. 

Several content validity measurement strategies aim to 
measure the following values: 

1. Content validity coefficient; 
2. Inter-evaluator agreement coefficient. 

4.3.1. Content Validity Coefficient 

The content validity coefficient is calculated by applying 
the experts' method. The experts' method specific to the Evans 
technique [11] has two variants of application: 

1. Experts formulate a set of items to assess the extent to 
which the analyzed competence is mastered; 

2. Experts judge the extent to which the items of the 
already constructed instrument capture the scope of 
acquiring the competence studied [41]. 

In the case of evaluating the content validity of the items of an 
already formulated instrument, the experts' method involves 
asking some specialists (at least seven people who excel in the 
respective field) to judge the extent to which the items of an 
evaluation instrument have made the measure of the competence 
studied. In this sense, a protocol is constructed for presenting the 
test and investigating to what extent the items designed in the 
proposed test actually assess what is intended. According to the 
Evans [11] technique, the protocol for determining the 
standardized test's validity by the experts' method is well 
structured. It includes a prolegomena in which the theoretical 
notions that describe the competence to be studied are explained 
(respectively the declarative, procedural, strategic, and 
conditional components included, but also the cognitive level to 
be reached, according to Bloom's taxonomy [3], updated by 
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Anderson [2]). The items constructed to assess the targeted skill's 
acquisition level are then presented. The items are accompanied 
by the justification of the choice of content and the way of 
structuring them according to certain criteria that faithfully reflect 
the acquisition of the targeted competence. The specification 
matrix, item correction scale, and associated score are also 
presented. Finally, a table is designed for each expert to evaluate 
the items' relevance and the extent to which the components of 
the created assessment tool capture the acquisition level of the 
skills to which the items refer. 

The content validity coefficient is calculated using the 
formula [41]: 

CVC = 
�–	�/�
�/� ,                 (1) 

Where m is the total number of experts, and me is the 
number of experts who consider the test, respectively, the item, 
to be representative. 

This validity coefficient can have values between -1 and 1. 
The closer its value is to 1, the more validated the content of 
the item/test is from the perspective of its suitability as an 
evaluative element in establishing the degree of mastery of the 
competence in question. 

4.3.2. Inter-Evaluator Agreement Coefficient 

For statistical checks on the concordance between experts' 
opinions, the following methods are used that involve 
evaluation: 

1. Concordance coefficient; 
2. Kendall coefficient (τ); 
3. κ Cohen coefficient; 
4. Item-objective congruence index (Iik); 
5. Item-objectives congruence index (���	 ). 

(i). Concordance Coefficient 

The calculation of the concordance coefficient is 
established in the case of an evaluation tool already made, 
using the formula valid for a single item of the test: 

CC= 1 − 	�
���
	�
���,            (2) 

Where �2
dif is the variance between expert evaluators, and 

�2
max is the maximum possible variance between expert ratings: 

����� = ∑���
��∑����
�
��� ,         (3) 

Where n is the number of experts, and dif represents the 
number of differences between the values obtained at the 
evaluations of n correctors for a certain item ordered in a 
statistical series. 

The minimum number of differences is 0, which means that 
all n evaluators have the same grade as the corrected item in a 
test solved by a student. In this case, the minimum value of dif 
is dif=0, �∑  !"�� = 0 , ∑ !"� = 0 , ����� = 0 , therefore 
CC=1, which signifies a maximum concordance between 
evaluators. The maximum number of differences between 
n-ordered evaluators in a statistical series is n-1, which means 
that all evaluators gave different grades to the corrected item 
in a test solved by a student. In this case, the maximum value 
of dif is dif=n-1, �∑  !"�� = $� − 2$ + 1, ∑ !"� = $ − 1, 

so ��'(� = �����
)
�*+�
��� = �

�. If all evaluators gave different 

grades, then ����� = ��'(� = �
� , consequently CC=0. So the 

concordance coefficient has values between 0 and 1. 
A coefficient value of less than 0.3 indicates a very low 

agreement between expert opinions. A value of the 
concordance coefficient greater than 0.7 indicates a high 
consensus between the experts' opinions, so the content of the 
item/test is valid from the assessment of the targeted 
competence or characteristic [22]. 

Legendre [26] proposes the following formula for 
calculating the concordance coefficient valid for all test items: 

W=
��,-�.�
���/��

�
��0�����1 ,          (4) 

Where m is the number of evaluators, n is the number of 
items, T is a correction factor for equal grades, and S' is 
calculated with the formula: 

2	=∑ 3����4� ,               (5) 

Where xi is the sum of the grades the evaluator awards to 
those in the test. In addition, the correction factor T is 
calculated with the formula: 

5 = ∑ �6�. − 6��7
�4� ,            (6) 

Where 6�	i is the number of equal grades for item k out of 
the g items with equal grades. The sum is calculated for all 
groups of equal grades found in the m items. 

Consider, for example, the table of scores of four evaluators 
on a ten-item test solved by a student: 

Table 2. Scores of four evaluators on a ten-item test solved by a student. 

m evaluators 
n items 

The grade of 

the first 

evaluator 

The grade of 

the second 

evaluator 

The grade of 

the third 

evaluator 

The grade of 

the fourth 

evaluator 

The sum of 
grades per 

item (89� 
Sum of 

squared grades 

per item (xi
2) 

:;  :;< − :;  

Item 1 5 6 3 5 19 361 2 6 
Item 2 10 4 8 2 24 576 0 0 
Item 3 7 8 5 4 24 576 0 0 
Item 4 8 10 9 2 29 841 0 0 
Item 5 6 5 7 6 24 576 2 6 
Item 6 9 7 10 7 33 1089 2 6 
Item 7 3 3 2 8 16 256 2 6 
Item 8 1,5 2 4 9 16.5 272.25 0 0 



146 Geanina Havârneanu:  Validity Criteria of a Standardized Test as an Opportunity for Efficient Assessment  
Created from the Teleological Perspective of Incremental Learning 

m evaluators 
n items 

The grade of 

the first 

evaluator 

The grade of 

the second 

evaluator 

The grade of 

the third 

evaluator 

The grade of 

the fourth 

evaluator 

The sum of 
grades per 

item (89� 
Sum of 

squared grades 

per item (xi
2) 

:;  :;< − :;  

Item 9 1,5 1 1 2 5.5 30.25 2 6 
Item 10 4 9 6 10 29 841 0 0 
W = (12∙5418.5-3∙ 16 ∙ 10 ∙121); (16∙ 990 − 120) = 6942; 15720 = 
0.441 

2	 =	5418.5 5 =	30 

The value 0.441 indicates a low concordance between the correctors' ratings in the example. 

(ii). Kendall Coefficient 

Kendall coefficient [21] for two experts has values between -1 and 1 and is calculated according to the formula: 

@ = ABC	�D�ECF	G�	H'�F�	G�	IG�IGF�'�A	CJ'KD'A�G��	�	ABC	�D�ECF	G�	H'�F�	G�	���IGF�'�A	CJ'KD'A�G��
ABC	AGA'K	�D�ECF	G�	H'�F�	G�	CJ'KD'A�G�� 	            (7) 

If the first expert has the evaluations X = {x1,x2,...,xn} for the n 
items, and the second expert has the evaluations Y = {y1,y2,...,yn} 
for the n items, then any pair of observations made by the two 
researchers (which are elements of X and Y, respectively) for 
items i and j, where i < j (so the pair of observations (xi,yi), 
respectively (xj, yj)) is considered concordant, either if xi<xj and 
yi<yj, or if xi>xj and yi>yj. In this case, we can formalize the 
calculation of Kendall's τ coefficient as follows [33]: 

@ = �
������∑ �L$�3� − 3M��L$�N� − NM��OM ,       (8) 

where �L$�3� − 3M�  represents the sign of the difference 

between 3� and 3M, and the total number of pairs is 
������

� . 

It is observed that all the experts' opinions are concordant 
(so either �L$�3� − 3M� =-1 and �L$�N� − NM� =-1, or 
�L$�3� − 3M�=1 and �L$�N� − NM�=1), then the value of the 
coefficient τ is 1. If all the experts' opinions are discordant (so 
either �L$�3� − 3M�=-1 and �L$�N� − NM�=1, or �L$�3� −3M�=1 and �L$�N� − NM�=-1), then the value of the coefficient 
τ is -1. A higher value of Kendall's coefficient indicates a 
greater concordance between the experts' ratings. This means 
they apply similar standards when evaluating the content 
samples between the perspective of item concordance and the 
target competence [33]. 

Take the example of the table of grades of two evaluators on 
the test were solved by a student: 

Table 3. Grades of two evaluators on the test solved by a student. 

m evaluators 

n items 

The grade of the 

first evaluator 

The grade of the 

second evaluator 

Item 1 5 6 
Item 2 10 4 
Item 3 7 8 
Item 4 8 10 
Item 5 6 5 
Item 6 9 7 
Item 7 3 3 
Item 8 1.5 2 
Item 9 1.5 1 
Item 10 4 9 

@ = 	 �PQ  {[(-1) ∙ 1+(-1) ∙ �−1�  +(-1) ∙ �−1� + �−1� ∙ 1 +
�−1� ∙ �−1� + 1 ∙ �−1� + 1 ∙ 1 + 1 ∙ 1 + 1 ∙ �−1� ]+[1 ∙
�−1� + 1 ∙ �−1� + 1 ∙ �−1� + 1 ∙ �−1� + 1 ∙ 1 + 1 ∙ 1 + 1 ∙

1 + 1 ∙ �−1� ]+[ �−1� ∙ 1 +(-1) ∙ �−1� + 1 ∙ �−1� + �−1� ∙
�−1� + �−1� ∙ �−1� + �−1� ∙ �−1� + �−1� ∙ 1 ]+[1 ∙ 1 +
�−1� ∙ 1 + 1 ∙ 1 + 1 ∙ 1 + 1 ∙ 1 + 1 ∙ 1 ]+[ �−1� ∙ �−1� + 1 ∙
1 + 1 ∙ 1 + 1 ∙ 1 + 1 ∙ �−1� ]+[ 1 ∙ 1 + 1 ∙ 1 + 1 ∙ 1 + 1 ∙
�−1� ]+[ 1 ∙ 1 + 1 ∙ 1 + �−1� ∙ �−1� ]+[0 ∙  (-1)+ �−1� ∙ 
(-1)]+�−1� ∙ �−1�} 

τ = 
�
PQ ∙[1-2+1+4+3+2+3+1+1]= 

�P
PQ = 0.311 

The value 0.311 indicates a low concordance between 
correctors' ratings in the example. 

(iii). Κ Cohen Coefficient 

κ Cohen coefficient [7] is calculated using the formula: 

κ= HU�HV
��HV                    (9) 

where po represents the observed relative agreement between 
expert opinions (which means a maximum difference of half a 
point plus or minus between the evaluators' marks), and pe 
represents the hypothetical probability of random agreement 
between expert decisions. For two experts, the formulas are: 

po= ABC	�D�ECF	G�	'7FCC�C�A�	GE�CFJC�	ECAWCC�	CJ'KD'AGF�
X , (10) 

pe= �
X
∑ 3�N�7

�4� ,              (11) 

where N is the number of items, g is the number of items on 
which evaluators have a relative agreement, xi represents the 
grade offered by the first evaluator, and yi represents the grade 
given by the second evaluator on item i, which is an item that 
shows relative agreement in grading. 

The coefficient κ takes values between -1 and 1. If κ < 0.00, 
then the agreement is poor; if 0.00 ≤ κ ≤ 0.20, then the 
agreement is slight; if 0.21 ≤ κ ≤ 0.40, then the agreement is 
moderate; if 0.61 ≤ κ ≤ 0.80, then the agreement is substantial, 
and if κ > 0.80 then the agreement is almost perfect. In 
practice, values of κ greater than 0.6 are accepted [23]. 

The approximate standard error of the κ coefficient is given 
by: 

SE(κ)=YHZ���HZ�
����HV�
              (12) 

and the 95% confidence interval for the population value of 
the κ coefficient may be estimated by: 
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κ ± 1.96 SE(κ).                  (13) 

Take the example of the table of grades of two evaluators on 
the test solved by a student: 

Table 4. Grades of two evaluators on the test solved by a student. 

m evaluators 

n items 

The grade of the 

first evaluator 

The grade of the 

second evaluator 

Item 1 5 6 
Item 2 10 4 
Item 3 7 8 
Item 4 8 10 
Item 5 6 5 
Item 6 9 7 
Item 7 3 3 
Item 8 1.5 2 
Item 9 1.5 1 
Item 10 4 9 

p0 = 
.
�[ = 0.3 , pe = 

�
�[[ �9 + 3 + 1,5�  = 0.135, κ =

	[..�[.�.Q��[.�.Q , κ	=	0.190. The value 0.190 indicates a very low 

concordance between the correctors' grades in that example. 
The approximate standard error of κ coefficient is SE(κ) 

=Y [..���[..�
�[���[.�.Q�
		= 0.167, and the 95% confidence interval for 

the κ coefficient is (-0.137, 0.517). 

(iv). Item-Objective Congruence Index (	]9;) 

The item-objective congruence index [35] is used to obtain 
the meaning of content validity, the fact that each item (s) 
fulfills a single objective (k); it is calculated using the formula 
restructured by Crocker and Algina [8] in the form of the 
item-objective index: 

	��� = X
�X�� �^� − ^�,              (14) 

Where ���  is the item-objective congruence index, N is the 
total number of items, ^� is the average of expert ratings for 
item i in the context of objective k, and µ is the average of 
expert ratings for item i from the perspective of all objectives. 

(v). Item-Objectives Congruence Index (]9;	 ) 

The formula for calculating the item-objective congruence 
index has been adjusted for several objectives. It is designed 
by Crocker and Algina (apud [45], p. 169) in the form of the 
item-objectives index: 

���	 = X_`��X�H�_a
�X�H ,         (15) 

where ���	  is the item-objectives congruence index, i is the 
item constructed for the set of k objectives, N is the total 
number of objectives, p is the number of objectives associated 
with i, ^� is the average score of the experts for the item i in 
the context of the k valid objectives, and	^K  is the average 
score of the experts for item i in the context of the other l 
objectives (where k+l = p). 

4.4. Criterial Validity 

Criterion validity assesses how accurately a test measures 
the outcome for which it was designed; in other words, it 

refers to the extent to which a test reflects the existence in a 
student of a characteristic or an acquisition according to a 
given criterion. Criterion validity has components: 
predictive/empirical validity and competitive/concurrent 
validity [13, 16, 17]. Concurrent validity is used when test 
scores and criterion variables are measured at the same time. 
Predictive validity is used when criterion variables are 
measured after obtaining test scores. Criterion validity, 
through its two structural components (related to 
competitiveness and predictability), is influenced by the 
chosen criterion's nature and the target group's characteristics. 
This is why the declaration of the validity coefficients of a test 
must be accompanied by the corresponding specification, a 
clear description of the criterion test, and the target group on 
which the evaluation was carried out. 

4.4.1. Predictive or Empirical Validity 

Predictive validity expresses the power of the instrument to 
predict future characteristics and purchases. In the case of an 
external predictor, the validity coefficient represents the 
correlation between the results obtained by applying two 
assessment instruments designed to measure competency 
based on different operational objectives. Therefore it is 
recommended that the instrument or battery of tests that have 
proven predictive for one group of students be 
counter-validated by applying it to another group of students. 
In the case of an internal prediction, the validity coefficient 
expresses the consistency between the different parts of a test 
or a battery of tests, respectively, the predictive value of each 
part of the test for its other subdivisions [24]. 

The study of empirical validity uses triangulation, a 
technique by which the researcher makes inferences of 
precision by interpreting the results regarding the targeted 
competence he obtained through several methods [12]. 
Predictive validity is established by working together several 
types of triangulation [32]: statistical (by varying some 
temporal, spatial, and group subdivisions), analogical (by 
comparing with the results obtained by other researchers), 
theoretical (by combining several theories which refer to the 
targeted aspects), methodological (by using various data 
collection techniques) or debate type (by calling for 
preliminary discussions with other researchers regarding the 
adequacy of the interpretations made). The regression 
coefficient can be used to evaluate the validity coefficient (the 
correlation coefficient between two series of results obtained 
by correlative testing) [8]. 

4.4.2. Competitive or Concurrent Validity 

Competitive validity consists in comparing either the 
results obtained by applying two assessment instruments 
designed to measure a competency-based on different 
operational objectives or the results obtained by using a 
proposed instrument and another instrument made by 
experts (whose validity was previously determined and this 
is raised). Correspondence between the two types of 
measurements (scores on the proposed test and on a 
correlative test, which measures an equivalent competence, 
respectively, on the proposed test and an expert test) 
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indicates that the test is valid because it measures what is 
proposed. In this case, the validity coefficient (the 
correlation coefficient between two series of results 
obtained by correlative testing) expresses the correlation 
between the instrument and the criterion. 

4.5. Construct Validity 

Construct validity refers to how well a characteristic or an 
acquisition of a targeted competence is translated into an 
instrument. 

Assessing construct validity requires both a theoretical and 
an empirical approach. Reviewing specialized bibliography 
that includes previous experimental data on the same skill and 
precise construction of hypothetico-deductive reasoning is as 
essential as procedures based on empirical data. 

The most used construct validity assessment procedures 
based on empirical data analysis are [1, 41]: 

1. the correlation between the results obtained by applying 
the designed test and those obtained by using other tests 
that measure the same targeted competence; 

2. the correlation between the results obtained through the 
application of the designed evaluative tool and those 
obtained through the application of the measurement 
tools of other competencies than the one studied; 

3. factorial analysis; 
4. the study of the effect of certain experimental variables 

on the results obtained by students; 
5. the constructs-methods matrix [5], through which 

convergent validity (the extent to which two tests 
measuring the same competence can be correlated) and 
discriminative validity (the extent to which two tests 
measuring other competencies than the one studied do 
not can be correlated with the question test). The 
analysis results in the centralizing matrix that includes 
correlations between tests measuring the same target 
competence, tests measuring the target competence, 
tests measuring different competencies from the target 
competence, and correlations between the latter when 
using different measurement methods. 

5. Conclusions 

The construction of a standardized test created from the 
teleological perspective of incremental learning is a complex 
process aimed at going through several stages. One of the 
essential stages is establishing the extent to which the created 
test meets the validity criteria, so necessary in recognizing the 
test as an effective assessment tool that can be applied in 
specific conditions with correct, reliable results. A complex 
analysis of the validity of a standardized test involves the 
study of all its components: internal validity, external validity, 
content validity (highlighted by the value of the content 
validity coefficient and the value of the concordance 
coefficient), criterion validity (with its components 
competitive validity and predictive validity), and construct 
validity (which involves both a theoretical and an empirical 
approach). 
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