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Abstract: We propose a method of obtaining the moment of some continuous bi-variate distributions with parameters
a,, B and a,, B, in finding the nth moment of the variable x* ! (cZ 0,d 20) where X and Y are continuous random

variables having the joint pdf, f(x,y).Here we find the so called g, (c,d) defined g (cd) :E(XC Y +/]) »the nth moment of
expected value of the t distribution of the cth power of X and dth power of Y about the constant A .These moments are
obtained by the use of bi-variate moment generating functions, when they exist. The proposed g,(c,d) is illustrated with
some continuous bi-variate distributions and is shown to be easy to use even when the powers of the random variables
being considered are non-negative real numbers that need not be integers. The results obtained using g, (c,d) are the

same as results obtained using other methods such as moment generating functions when they exist.
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1. Introduction ere.dy=E(xy' +) = [ [ (" +A) £r.p)deay
Sometimes a researcher’s interest may be in finding the . -

nth moment of the variable x°y* (c >0,d= O) where X and = '[ I y ("] iyt f (x, ) dxdy

Y are continuous random variables having the joint AN

pdf, f(x,y)(Baisnab and Manoranjan,

1993;Freund, 1992;Uche, 2003).The moment is to be taken

about some constant A (Hay,1973).The method that has n [ j/i

"y

Og,(c,d)= ( j/‘nrj J‘xcr drf xy dxdy )

—00 —c0

!
ct,dt

generally recommended itself here is the use of bi-variate =

moment generating functions, when they exist to obtain =

these moments. However, moment generating functions can where {', , = I I xydt £ ( x, y)dxdy
sometimes be difficult to repeatedly differentiate and o o
evaluate especially when n becomes

is the t" moment of the joint distribution of

large(Hay, 1973;Spiegel, 1998). Yeand Y about zero

We here propose the so called g,(c,d) defined

Note: that as expected g{"” =1.
g, (c,d)= E(X“Yd +/\)n , the nth moment of expected Also,
value of the t distribution of the cth power of X and dth (1 1)
= + +
power of Y about the constant A .That is, E(x b4 ) A= A” A 3)
g, (c,d)=E (xfyd + A ) (1) Where ,u;y is the mean of joint probability distribution

of X and Y about zero
Now,
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g =0when A=~-p, 4)
The variance of joint distribution of X and Y is given by
2 ) G = ) (g =
P, =& g =g \ifA= M, Q)

It is easily seen from equations 1 and 2 that,

(©) = (.0
xgn _gn

(d) = 5 (0,d)

and g, =g, (6)

1.1. To Illustrate

Suppose X and Y have bi-variate exponential distribution
with parameters B and [3, thatis

f(x,y)= IBll—ﬁzg[ﬂﬁ]

Then

g =E(xv +A)

i zo[’:])']o [ 7wy £ (x, y)dxdy .
1 & (n e [ e _{I%IJ'!?%Jd ;
_ﬁlﬂz;[t] J.OIOXy € xdy

n

;E;d;/” :Z(’:j/]n—zﬁlcr zdrﬁ_'_l dt +1

t=0

For instance

2 (2
g =% (tj/lz"ﬂ,“ﬂ;’ﬁn 31 +1

=0

For t=0,1,2 for example for t=0,we have

2)isam
0

2
[lj/l“ﬂf X3, x)3%)4 =2)B x 3} x2x6 =24\’ B,

For t=1;

For t=2;
2
[zjﬁﬁf‘ x By x)5x)T = B x By x(4161) = 17,2808, B
gy = A2+ 24B2B) +17,280 5, B

If X and Y have bi-variate exponential distribution with
parameters 5,3, , so that

_ 1
f(x’y)_ﬂl ,[)’2

Then

R R
0

1=

:3yoﬂ3+[f}xﬂzxﬁlxﬂz+[z]x

N 3 R
M'Xﬁ.zxﬁ{x4+[3]><ﬂ.”><ﬁfx36-

= A7+ 328, B, 124878 +36B8);

If A =-p0,B,then,
gzu;];iﬁ'ﬁﬂ = _/613[3’23 + 3[3’13/823 _12[3’13/323 4'36[3’13/823
=265'5,

This result is the third moment about the mean of the
joint exponential distribution of X and Y with parameters
Band [, Note that using the familiar moment generating
function approach to obtain this type of moment would
strictly speaking require one to first find the joint ‘mgf” of
the two random variables about there means;
M, and L1, before carrying out the necessary differentiations.
That is one would have to find

M

X_;BI,Y_ﬁz(tl’IZ) =gAnhn) XMX,Y(tl’tZ) ®)

Where MX’Y(tl *) is the joint mgf of X and Y for the

present example. We would have to first differentiate

_ _ -1 _ -1
e (Bt 22 )(1=Fin ) (1=Fat2) three times and evaluate the

results at t;=0 and t,=0, yielding the value 26,313 ,323 , the

same result that was more easily obtained using the
proposed g(c;d) = g;l;l) here. If interest is in finding the

n

Skewness (Sk) ,kurtosis (Ku) of the joint distribution of X

and Y. This can be obtained from the expressions;
(151)

SK = gs—i(/‘ = -y, (9)
(5
and
g(l;l)
KU = (T—nz(/‘ =-u.,) (10)
(g:)
For the Bi-variate Gamma  distribution with

a,=a, =1 and,

1
BB (B+B)(y+x)

[y = e_[?‘+zj,x>0,y>0 (11)

Thus gic’d) can be casily obtained using equation 2 as

(12)

> U]/l”“ BB ( B)(c+2))(d +)+B)(c +D) (@ +2))
cd) —
4 A+B

It is easy to calculate from equation 12 that the mean and
variance of the joint distribution in equation 11 are from

equations 4 and 5, 2833, and 83’3 respectively. The
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third moment about the mean of distribution is 8843’53, g!"" = E (1, X + 2,Y )1
while the fourth moment is 20163 3, = AU, + A, u,.
Evaluating if 4, = A2, = 1.
At + 42 =168 then g "V =y, + u,.

AP+ 41 (2B,8,)= -168 B if d = 0 and A, =1,
we have that

+642 (12878, )= +2888,'8
(c30) — . —
+42 (14488 )=-11528,'8 g . = g,.and if ¢ =0,
and A, =1

= 28808,'8,) = +28808 '8 \
t en

The moment generating function for Equation 11 is g (034 = g ()

ﬁ|+ﬁz_ﬁ|ﬁz(11+t2)
(/B|+/Bz)(l_ﬁ1tl)2 (1—'8212)2

Note also that g () =1,

Example.
Which is clearly difficult to use in obtaining the above Let
: (c,d)
moments than using the proposed . _ ,
usine fhe proposed &, . f(,)= B Baye AP x>0,y >0
Note that the moments of distribution of X can be easily then

obtained by evaluating )(CZ) got from equation 12 as 0
& g =E(Ax +Ay)

n n—t (xt _ n n o Y (,,_,)d .
© — (c;O);Z[tJ/] A (AE+2+'@ﬁ+l) (13) ,;o:‘n(t}”‘z .”X Y f( ,y)
K ' ﬁ+:@ then

(n:d) (@) B2 32 xye PP dxdy
Similarly for gy”’ o g; [n

CBESN) i [ e gy

n n—t
z (l‘j/‘ ﬁ(ﬁ;ﬁ+l+,@ﬁ +2) (14) - Z(’:j/‘f/‘;—zlg{—czﬂz—m—z)dﬁ_‘_2 +182W_t)d+2

g(C;d) = o(0d) =
v n +
AA Finding
These are also easier and faster to use in evaluating the g =E(AX+ Azy)l
moments of the distributions of X and Y respectively of |
equation 11 then wusing the corresponding moment :Z( j}ll’)lzl‘f ! ,32‘“‘”’ﬁ+2+ﬁ—1)*2
generating functions. t

. . . Evaluating for t=0
2. Bi-Variate MomenT Generating

Function (é]/‘f/h‘ﬁl‘ﬂ{‘ﬁf
gi,(;d) :E(/]VXC +/]2Yd)n = (1 )/] 11/] 221811/3 : Yﬁ = ZIBA :
= [[(Ax +Ax") f(x.7)dydx

= ”ZH [’tl]/ll’/lz"_’x”y("ﬂ)df (x,y)dydx
=0

= Zn: [T]Af/\;’ﬂ” xey=d g (x,y)dydx
t=0

Evaluating for t=1

(é]AIIAZOﬁI_IﬁZ_OﬁT = ﬁx ﬁl_l x 2 = %

0 g = 24, . 24,
n n ﬁl ﬂl
=2 [ jAll/]Zn_l/'[c’t,(nt)d
=o-n\ I Suppose c=1,d=1 and n=2
where [, (, ., = J.J.x”y("")"f (x,7)dydx Evaluating for t=2

Is the joint cthand (n—t)xd th moment of the
distribution of X,Y about the origin.
Note that
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g =EAX+AY) =
i( j)l AX fﬁ('ﬁ;“*”d:lﬁ+ 2ﬁ—¢)+2
Fort=0
[ijjll"/l;ﬁ;“ﬂ;”‘” 2)4=A; X6[?§22
Fort=1
644,
(e o m =335
Fort=2

2 } W 6 _ 6

AIAO 2 R0 2 _AZX—— 1
[ZJ 1 ZBI BZ ﬂl ﬂlz
o _ OAL L 6AA, 67

O
8 Tg BB, B

The variance of the joint distribution of X,Y

g =E(xv' +2)

=ZO:[’:],1 [y £ G p)dxdy

s ers s

(n;d) n(d)
g &

a-n -1y
8 " T&

_oad 6k 6k (1 22)
BB B B |\B B
_6A' 644 64 _(4/15 LA AA J

B BB B

2T 2)22

g B

T

g\ as noted above,

(¢) — (c;0)
gxn gn fOr When /11

d =0,In the present example

0 =3 (1]arsrga e
_z ( ]An tﬂlctF+2

similarly

gf‘yf) = g(o‘”when A, =1,

¢ =0.Inthe present example

n t —(n—t
gu) _z [tj/]ugz( " )(n‘f)d +2.

Note that;with A,

= =3 (Mara e
1 1
= (O]A;-Oﬁfﬁ+ (Jﬁﬁ;lm

a2

B,

similarly with A, =1,we have that

@1 = 501
&y — &

n t —-(1-t _
2 MMJ NA-10) +2
1 0 -1 1 1 R0
(O]Alﬁz 51+2+(1]m2ﬁ
1 0 -1 1 1 R0
(O]Alﬁz 51+2+(1]m2ﬁ
2 2

NG

with parameters ﬂl R ,82 is

65

The g'“? for the bi-variate exponential distributions
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g =E(Ax +Ax")

1 z [ ]/\ e tj wJ‘:xczy(n—t)dg{;.

" BE,

5 g g T

For example

g = E(AX°AY)

=> [ j/\ A7 BY B2 +1x)3(2 - 1) +1
2

& Jramaiy = e

= AP 461 B8 = 72012 B

Fort =1:we have;

21 3141 p2 23 — 2 23
(1]/]1 /]216’1 182 ﬁﬁ - 2/]1/]216’1 182 ﬁﬁ

= 2A1A2ﬁ12ﬁ2312 = 24A1A21812ﬁ23

y

ﬁdedx

Fort=2:we have;

[ ]/1 MBIBY)A +1x)2 = A Bl 41=6A7 B}
g;M) = 6/]12 xﬁl + 24/]1/12181 182 + 720/]2 :826

Similarly:
¢ = E(AX°AY°)
1 | 2

-ZUM“ 2 B2t +1)3(1-1) +1

Fort =0:we have;

1
[ Jrrmaiga
= LB6=615

Fort=1:we have;
1
- [ljwﬂfﬁfﬁxﬁ =AB12=245;

0 g1(2;3) - 2/]11512 + 6/]2,823

0 g™ = (24,87 +61,8])
=S4APB+ 240N, BB +36A;8)
variance = g{*?) - gl(“)

6AZB + 24,826, + 7201, B
4APB+ 240 4,B8 B, —36A,B)
2A7 B + 6844} B)

For the bi-variate exponential distributions

(d) = ,(0:d)

g}n _gn

Z( j B Y= 1yd +1(A7)
agw—z( }1 BE B @1 -1

t=0

Fort=0,we have ,

2
(Oj/ifﬂ; x)7 = 720A;

Fort=1,we have,

2
mws x)4 =124, 8;

Fort=2,we have

2

SRR IEEE

g2(2;3> = Alz +12A11823 + 720/326

1
(1;3) = /]t 3(1-1) 3 1_t +1
gy Z (l‘j lﬁZ -) ( )
For t =0, we have
1
(O]A:’ﬁ; x)4 =64
Fort=1

Similarly

1
@M <Ji=A
O finally g = A +6/3,
0™ =(A+68) = +12A 8 +364

finally
(23) _ (13

variance g,”" — g’

=A+12A8 +7208 - A’ =124 3 =363

=684
For the Dbi-variate Gamma distribution with
a, =a,=1land pdf
) =—(B+B)" 7(‘%ﬂx>0y>o
‘ ﬁlﬁz
Suppose X and Y have a joint bivariate Gamma
distribution with parameters

a, and B and a, and [, with pdf
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B 1 RN P
ey Oy y o A

,x>0;y>0

(15)

Then the nth moment of the joint distribution of
X< and Y about zero is

H(cd)

S a4
M%MTI I, Sl ek

lﬂydﬂxﬂﬁ 'e{ﬂ BJanj/+

STl
BA)a +BB")a, >

myahyaz'e 3 ‘]dxdy

MWW;T”

and v="2 then (16)
A,

letu:—

o _—
@_@A”'ﬁﬁi[i’éﬁﬁm B en+a;)dn +1+

% it s\ 4 dn + ;.

T

Hence

ﬁwal)@lnﬂﬁ-'-al dn+1+l3‘r””p7zl"+"2ﬁ +l)dn+a,
BA ot + BB )as

H(e,d)=

Then the nth moment of the marginal distribution of
X about zero is obtained by setting d=0 in Equation 16,to
give

#,(c) = u,(c,0)
BB Jen + @, BT B Jen + 1),
) B.B a, + BB )a,

Similarly the nth moment of the marginal distribution of

)

Y about zero is obtained by setting ¢=0 in Equation 16 to
obtain

H,(d)=p,0,d)
B lgla, dn+1rw+l+ IBIBdnHJ dn +a,
BB )a, + BB )a,

that if in

(18)

Note Equation 15 we  set

k k . .
a, :?1,0’2 :?2 and [, = B, =2 ,we have a bi-variate chi-
square distribution then the corresponding nth moment of
the joint distribution of X and Y is obtained by setting

k k
a, =3‘,a2 :?zand B =0, =2 in Equation 16

which yields,

k k k k
cntdn+=L+1)en+=L)dn+1 _cn+dn+=2+1)dn+=2)en+1
2 2 2 2 2

%‘+1E+ %ﬂ%
2 2

U, (c,d)= (19)

or

& k
] ke k = k
gentdntll 52 Ny + X Ndn +1+22 Vdn + =2 en +1
[ 2 2 j
kK ky ,\ky
27+1E+27+1E

The nth moment of the marginal distribution of
X ¢ given this bi-variate chi-square distribution is obtained
by setting d=0 in Equation 19 yielding

e+l (;;E +]§ +2% I;ZE +lj
2%+1%+ 4&

The corresponding nth moment of the marginal

distribution of Y about zero is similarly obtained by
setting ¢=0 in Equation 19.If in Equation 15,we set
a,=a,=1 ,we have the bi-variate exponential
distribution. We the obtain the corresponding nth moment of
the joint distribution of X and Y given this bi-variate

(20)

H,(©)=H,(c.0)=

exponential distribution by setting @, =a, =1 in Equation

16 as
lu”(c’d):ﬂlﬂz lc‘n+l d”ﬁ"'lw*'“'ﬂlﬂz lcn ;n*—lﬁ_'_l dn +1
285,
_51525;‘"5;"W+1W+1+5lﬁzgfﬂﬁj"ﬂ+1 dn +1 @2n

285,
H,(e.d)= BB )en +1)dn +1

The nth moment of the marginal distribution of
X “ about zero, given this joint exponential distribution is
obtained by setting d=0 in Equation 21 and is given as

M,(c,0) = B

+1 (22)

Note that if in Equation 18,we set c=d=1,we have the nth
moment of the bi-variate Gamma distribution of Equation
15 about zero, which is

BB B)n+a)n+1+BA B n+ln+a,
BE)a +BB)a,
_BEBB)n+a)n+1+[EF R )n+a)n+]

H (LD =

AR ja ) (23)
that is
AL 9 T T W S TR

BA)a +BE)a,
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The corresponding nth moment of the bi-variate chi-
squared distribution about zero is obtained by setting c=d=1
in Equation 19 yielding

92t 2%T+k1 T+I+Z%T+kz)*+1
2%‘+1%+2k722+1%

The nth moment of the marginal distribution of X(which
is now chi-squared distributed) about zero is obtained as

24

K01 =

M, (€)= p,(c,0)

k k
2n+1 5 kl =5 kz
2 (22V+2+22 7.V+1 (25)
= kL \k kb \k
27*1E*27*‘E
Also, setting c=d=1 in Equation 21 we obtain the nth

moment of the bi-variate exponential distribution about
ZEero as

p, (1.0 = B g7 (Jen +1) (26)

The corresponding nth moment of the marginal
distribution of X(which is now exponentially distributed)
about zero is obtained by setting d=0 in Equation 21 which
yields

ML, (1) =, (1,0) = B )n + 1 @7)

The mgf of the bi-variate Gamma distribution of
Equation 25 is easily obtained as
M(t.t,)
_B(1-Bu) A (1-A1) " )a +B(1-Au) B (1-B6)* )
BA)a+BE" ),

(28)

Equation 23 is easier and quicker to use in finding the
nth moment of the bi-variate Gamma distribution of
Equation 15 than differentiating n times the corresponding
mgf given in Equation 28 with respect t,, t; and t,
evaluating the result at t;=t,=0.Similarly,the Equations for
the nth moment of the indicated marginal distributions are
easier and quicker to use than the corresponding marginal
mgf in finding these moments. To illustrate further, if
a, = a, =2 ,we have the pdf

ooy e i 7

e
R Y P )
,x > 0,y > 0

vy )

Suppose X and Y
distribution with pdf

have the bi-variate Releigh

Sy =

4a,a, a,a,

_ 1
= +
JE@%ﬁZ+%JE)h e

then )

Hled)=

— alaé v a;a& 0 & ya;, + {q,r’m%): )
= xtyle ddy
\//1(%/@ +ag1/q)J‘° “: )

40505\/ aa, ( artl me{aif +ay? ) d(ajv +xmy¢z+1e{0if ) ) cb(civ

> P
ax” *”z}’“)

x>0,y>0 29

na|a +a,q)

letu=ax’ andv=ay’
thentheu=20pxdx and thev=205)yd.
Dl (cd)=

:M D) Lo g a0
Jﬂ%@ﬂw@('w a7
Hcd)=

:[q{?*‘] o I J‘:u%lv% S>> I J:V%’u%“i M}

thargfore,

Xy

a,a,ya,a,

e el aa, +ayar)

x[a]((;ﬂjaz(?ﬂjp L a;(%ﬂja{[%ﬂjﬁ +1)ntl ]
2 2 2 2

the moment of the marginal distribution of X “ about zero
is obtained by setting d=0 in Equation 30 that is

(30)

a,a,\a.4a,

= ,0 =
x/u;,(c) :un(c ) \/;(al\/a—z-l_az\/a—l)

/ ff%ﬂ [y
x(—ﬂalh Hen +1+a{'al(2 ) ﬂ+1J
a, 2 2

If we set c=d=1,in Equation 30 we obtain the nth of the
bi-variate Releigh distributions of Equation 29 about zero
as

(€2))

a,a,ya,a,

O Tl

x[al[;ﬂ]az[;ﬂ]ﬁ +1 % +1+ az[;ﬂ]al[;ﬂ)ﬁ + IE]

that is

(32)
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a,a,\a,a,

oo, vaa)

x gﬂE(m(;ﬂJ%(;ﬂl +a2(;+1)a1£;+®]

The marginal of X is obtained from Equation 30 by
setting c=1 and d=0 in Equation 30 as

K40 =
(33)

a.a

19,40,0, s
\/;(a'”/a2 +a2,/a1) \a,

x al[gﬂjg +1+ aglal(gﬂ)g +1

Moment of continuous bi-variate distribution for normal
Suppose X and Y have the bi-variate normal distribution

with pdf
_1{ LA NS 2}
fey) = ——e A= =)

200,11

M, () =p,(1,0) =
(34)

(35)
for—oo<x<oo,—oo<y<oo,—oo<,u1<oo,

—00 <y, <,07 >0;0, >0.
Interest is to find the bivariate distribution of the joint

distribution of the random variables X and Y where ¢
and d are any real numbers. Therefore the nth moment of

the joint distribution of X Y about zero is

M, (c.d) =

1 en . dn
B Zalasz*wJ*wx ye

2 2
_ | X T K _ | Y- H,
Letu = | —L d = | 22
N bl R vy
Integrating and substituting, we have

n

1 il "
H,(c,dY :iL L {U]\/Eul +,u]] u 2.[(5«/5\)2 +/,12J v 2 dudy
m

Using binomial expansion, we have

U(ed = HZ[ }4 2a2 NG 'e‘”du: d:’) s (202) j‘” Ty
That is,

u,(c,d) =
1 )s 1

Vo
:m[ J‘uurz( )%E 7%["1"}#“ :( 2)%7“’5
=0 I \/I_T $=0 S ? \/7_7'

For t,s=0,2....... ,that is provided t and s are even

numbers. In other words provided we set

L rl

+ — +—

(2o:) 2 2= (o) A0
For all odds values of t and s since for example with

v=X"H we have that e 22alv =0 ,for all

= eIy
odds values of ‘t’ that is for t=1,3,5,...... as may easily be
verifed.

3. Summary and Conclusion

We have presented in this paper method of obtaining the
moment of some continuous bi-variate distributions with
parameters a,, 3, and a,, 5, in finding the nth moment of

the variable x°y? (cZO,dZO) where X and Y are

random variables
proposed methods

continuous having the joint pdf,
f(x,y).The were the so called

g,(c,d)defined g, (c,d) = E(Xch +A)" ,the nth moment

of expected value of the t distribution of the cth power of X
and dth power of Y about the constant A .These moments
are obtained by the use of bi-variate moment generating
functions, when they exist. The proposed g, (c,d) exists
for all continuous probability distributions unlike some of
its competitors such as factorial moments of moment
generating function which do not always exist. The results
obtained using g,(c,d) are the same as results obtained
using such other methods as moment generating functions
of available. The proposed method is available and easy to
use without the need for any modifications even when the
powers of the random variable being considered are non-
negative real numbers that do not need to be integers. The
results obtained using g,(c,d) are the same as results
obtained using other methods such as moment generating
functions when they exist.
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