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Abstract: This contribution describes the second stage of the creation of a language training system programmed in Python 
with the aim of application to speech therapy in spanish-speaking countries, starting the study in Cuba. The first stage of this 
research was carried out in Matlab by analyzing the dynamics of change of the centroids of the codebooks, extracted from words 
pronounced by a locutor. As second stage, the Variational Coefficient formula is used in order to estimate the percentage of 
effectiveness with which the announcer performs voice training. A modified approach to programming the variational coefficient 
is taken into account as a measure of dispersion of a group of vectors. The modification is given by taking the mean of the group 
of vectors as the vector that represents the phonetic boundaries of the word to be trained. Besides, a novel approach for word 
recognition is used, based on the K-Nearest Training Matrix (KNTM) algorithm that lays its foundations in the analysis of 
matrix similarity taken the Frobenius norm as a measure to distinguish similar or non-similar characteristics of a matrix with 
respect to a database of matrices. To reduce the computational cost of the program and speed up its proper functioning, the 
training matrices of the database are saved in files with a .tex extension, in this way after training process, the program should 
only read them and not recalculate them, which significantly reduces the running time of the algorithm. 
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1. Introduction 

Speech segmentation and processing have been used in 
applications such as: computerized databases of speech 
training systems (especially in voice therapy), voice 
recognition systems and telecommunication, analysis of 
vocal dysfunctions, speaker recognition, amplification, echo, 
and cancellations, among others. 

In the study Alani and Deriche [1], a novel approach is 
proposed for speech segmentation using the wavelet transform, 
concluding that the results using six wavelet parameters are 
comparable to those obtained using 16 spectral coefficients of 
the Mel scale. A Cole-Cole parameter classification with an 

accuracy of 98.17% for renal calculi types [2] is carried out 
using k-nearest neighbors (KNN) machine learning algorithm 
with the 10 nearest neighbors. A gender recognition system 
with classification model based on SVM and KNN classifier 
was proposed [3] with help of MATLAB software. The KNN 
model accuracy was tested for different distance functions 
such as Minkowski distance, City Block Distance, Euclidean 
Distance, among others, finding KNN classifier to have higher 
accuracy than SVM classifier. The use of the variational 
coefficient to compare measures of evolvability and 
phenotypic plasticity of traits is discussed in [4], paying special 
attention to the fact that in many occasions the transformations 
carried out on the data involved in these calculations are 
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performed with very little care given to the meaning of the data. 
An automatic technique of complete speech segmentation is 
studied [9], with the aim of eliminating the need for manual 
segmentation of sentences. The phonetic boundaries are 
stablished through the use of a warping algorithm in dynamic 
time that requires the use of a posteriori probabilities of each 
phonetic unit given an acoustic frame. The a posteriori 
probabilities are calculated by combining the probabilities of 
acoustic clases (which are obtained from a closing procedure 
in the feature space) and the conditional probabilities of each 
acoustic class with respect to each phonetic unit. A novel 
language model for automatic speech recognition is presented 
in the research work [11], based on Hidden Markov Model 
Toolkit (HTK) and compatible with the speech recognition 
system CMU Sphinx-III. A feature extraction method of 
SEMG signal based on activated muscle region is proposed in 
[18] for carrying out hand motion pattern recognition and 
classification between multi-object groups, using KNN 
classifier. An Autoregressive model combined with principal 
component analysis (PCA) and KNN classifier is developed 
[19] for Atrial Tachycardia, Premature Atrial Contractions and 
Sinus Arrhythmia in ECG signal data taken at Biomedical Lab, 
NIT, Jalandhar. As a result, KNN classifier coupled with Burg 
method has better performance than PCA classifier coupled 
with YW method. A method for automatic voice data tagging 
is described in [21]. A new algorithm for the automatic 
segmentation of the voice based on its phonetic transcription is 
proposed in [8]. A self-iteration procedure (which does not 
require training) to find the temporal alignment between vector 
features and phonetic transcription is used for the proposed 
method. A model to assign phonemic and phonetic labeling to 
voice segments is presented in the research work [6]. The 
model is based on fuzzy algorithms that assign degrees of 
value to the structured interpretations of syllabic segments 
extracted from the signal of a spoken sentence, whereby the 
acoustic interpretation or the phonetic and phonemic 
characteristics are combined in a hierarchy of rules. A new 
technique based on an evolutionary algorithm that allows 
segmenting speech without prior training is proposed in [13]. 
Recently in the study of Sergio and Jose [17], an alternative 
solution to the problem of phonetic labeling of words is 
proposed, based on the monitoring of the dynamics of change 
of the cepstral vectors associated with the Mel frequency 
(MFCCs, [5]) that make up the Code Book (LC), extracted 
from the word to be tagged using the vector quantization 
algorithm (VQ, [12]). An implementation of the variance 
fractal dimension algorithm is described [10] as a technique for 
the analysis of voice waveforms. This technique is also used in 
the segmentation of speech expressions in sentences, words or 
even phonemes. The observations were made based on 
experimental results in digitized voice at 44.1-kilo samples per 
second, with 16 bits in each sample. 

The new in this paper consists on the programmation of a 
spanish language training system that can recognize the 
phonetic boundaries of the words and be able to recognize 
the word the locutor is saying in order to make a virtual 
speech therapist that does not require internet connection for 

word recognition. 

2. Signal Processing Algorithms 

2.1. MFCC, VQ and M1, M2 Filters by Rules for Denoising 

For programming the MFCC algorithm in Python is used 
the rasta.py library founded in GitHub under the URL [20]. 
Then, the Linde-Buzo-Gray VQ algorithm [12] is 
implemented taking advantage of the module numpy of 
Python. In addition, the functions for phonetic labeling and 
filters by rules M1 and M2 (see [17] for better understanding 
of M1 and M2) were implemented in Python. The language 
taken into account for this training system was Mexbet T22 + 
6 (see Table 1 of [17]). 

2.2. Variational Coefficient 

The variational coefficient [4] is a statistical measure of the 
relative dispersion of a dataset that indicates how large is the 
standard deviation of this dataset in relation to its mean. It is 
defined as the quotient of the standard deviation of a sample 
between its mean. The objective of calculating the Variational 
Coefficient is to obtain a dispersion measure that indicates in 
percent how well the speaker has performed his speech 

training. Let { }Ni

i=1
X= x  a set of N vectors in n

ℝ , the Variational 

Coefficient Vc is defined as 

Vc=�/||m||, �=(P/N) ^½,           (1) 

P=∑||xⁱ-m||²,                 (2) 

where � is the standard deviation of the set X, ||·|| represents 
the Euclidean norm in n

ℝ , the symbol ^ means 
exponentiation and the summation is carried out on the supra 
index i=1,…,N. The most the vectors of the set X resemble 
their mean m, then closer to 0 would be the variational 
coefficient and the less these vectors resemble their mean m, 
then closer to 1 would be the variational coefficient Vc. 
Taking advantage of This fact, it is taken as a measure of 
effectiveness for this software to M* given by 

M*=100·(1-Vc),              (3) 

where · represents the usual product of R. 

2.3. KNTM Algorithm 

The KNTM algorithm (K-Nearest Training Matrix) is an 
extension to matrices of the KNN (K-Nearest Neighbor) 
algorithm [2, 3, 18, 19] for vectors, but with some differences 
in the computational implementation. The main idea of this 
method consists in obtaining within a set of training matrices, 
the matrix that is closest to a given one. In the python 
implementation used, each training matrix has size 14x14. 
Each row of a single training matrix is formed by the 14 Mel 
coefficients of the signal voice of one word for training 
purposes, in this way each training matrix represents 14 
different audio signals of the same word. Hence, if we have a 
matrix, which we want to find within the set of training 
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matrices, the training matrix that most closely approximates it, 
we only have to form new matrices obtained from subtracting 
each training matrix with the given matrix. Let’s call each one 
of the new matrices t-matrices. Then with a defined norm 
within the space of the t-matrices, we only need to calculate 
the norm of every t-matrix and we get the t-matrix of minimal 
norm. In that way, this t-matrix of minimal norm was obtained 
from the subtraction between the given matrix and one of the 
training matrices, so finally we select the training matrix from 
which the t-matrix of minimal norm was obtained. In the 
programmation was used the Frobenius norm for matrices. 
The steps to program the KNTM algorithm for word 
recognition will be listed as follows: 

1) To form training matrices of size 14x14, in which every 
row of a matrix contain the 14 Mel coefficients of the 
same word, for all the words one desire recognize. 

2) Save the training matrices into files with extension. txt. 
to make a database of audio training. 

3) To Form the matrix Mr in which every rows are the same 

and contain the same 14 Mel coefficients of a word said 
by the locutor (this matrix represents the word will be 
recognized by the KNTM algorithm). 

4) To calculate the t-matrices by subtracting the Mr matrix 
from the training matrices. 

5) To calculate the Frobenius norm of the t-matrices. 
6) Let’s make I* the index of the t-matrix of minimal 

Frobenius norm. 
7) To get the training matrix of index I*. 

3. Training Process 

The aim of this section is to explain the functionality of the 
training system as well as how the variational coefficient and 
KNTM algorithm help the locutor to measure an effectivity 
percentage and to recognize the word spoken, respectively. 
The interface of the software was programmed with PyQt5 
module and is shown in Figure 1. 

 

Figure 1. Interface for the Training System. 

First, the button named Cargar Audio must be tabbed in 
order to charge an audio file with .wav extension. 

Once it is done, a new window is opened with the different 
audio files for make the training process, as shown in Figure 
2. It is selected the audio file ave1.wav and double clicking 
on it allows to observe the corresponding normalized signal 
in the left top graphic and the phonetic bounds in the right 
top graphic for the spanish word ave. Furthermore, it is 
shown an image related with the spanish meaning of the 
word ave in the top center, to visualize a representation of the 
meaning of the word from the speaker part. The phonetic 

bounds founded are the result of the following steps [17]: 
a) Extracting the MFCC coefficients from every portion of 

20 ms of the audio file with overlap of 2 ms. 
b) A vector of 45 components is formed with each MFCC 

and its energy, its delta vector and its energy, and its 
double delta vector and its energy. 

c) A matrix is formed taking each row of the matrix as 
each vector of 45 components. 

d) Then the Vector Quantization algorithm is applied to the 
rows of the matrix to generate the codebook and the 
codification regions of the Analyzed word. 
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e) Finally the M1 and M2 filters by rules are applied to 
this codebook taking into account the dynamical change 
of the code vectors [17], in order to get the different 

phonetic segments of the word and to eliminate the 
noise from the final solution and not getting false 
phonetics bounds. 

 

Figure 2. Charging an audio file. 

The phonetic bounds obtained can be represented in a 
vector form [17] and from this point on it is used the 
variational coefficient formulae (1)-(2) in order to measure 
the effectivity percentage of the speech therapy in the 
training process. 

Once the desired word is charge through audio file .wav, the 
training process must begin. It begins by tabbing the button 

Entrenar Palabra in the right side of the interface as shown in 
Figure 3. With the help of pyttsx3 python engine, once this 
button is pressed, a spanish voice charged by the interface says: 
Por favor, repita claramente la palabra, ave. As soon as the 
voice ends, the locutor must repeat the word and once the 
locutor finishes the same voice says: Creo que has dicho la 
palabra, ave in the case the speaker have said this word, 
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otherwise, for example, if the charge word was ave and the 
speaker says avion, the voice says: Has dicho la palabra avion, 
espera por favor, estás diciendo mal la palabra, debes decir ave. 
The recognition of the spoken word is achieved by means of 
the KNTM algorithm. It can be performed due to the spoken 
word is represented by a matrix formed by 14 rows with each 
rows containing the same 14 Mel coefficients of the word, then 
the KNTM algorithm is applied to this matrix in comparison 
with training matrices representing all the words obtained and 
saved in a dataset of .txt files made by authors. In Figure 3, the 
normalized voice signal from the word spoken by the locutor is 
charge in the graphic at the left bottom of the interface and the 
phonetic bounds encountered in the graphic at the right bottom. 
Then the vectors of phonetic bounds representing the charged 
word and the said word are compared by means of formulae 

(1)-(2), and on this the training process is based. The word to 
be trained is constantly repeated once it has been loaded, and 
all the vectors representing its phonetic boundaries are taken as 
a set of vectors to which it is desired to find its variational 
coefficient, but taking the mean of these vectors as the vector 
of phonetic borders that represents the loaded word and not its 
true mean. This is done with the main objective to obtain a 
percentage of effectiveness that indicates how good the 
phonetic bounds are found in the repetitions spoken by the 
locutor with respect to the phonetic boundaries of the loaded 
word. The percentage of effectiveness is shown in the form of 
a progress bar in the lower center of the interface. In Figure 3, 
a single repetition training of the word ave (bird in english) is 
shown with an effectiveness of 89% with respect to the 
charged voice signal. 

 

Figure 3. Training process for audio files. 
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4. Conclusion 

A language training system for spanish speakers was 
implemented in python. The system is able to recognize and 
to show the phonetic bounds of words, through MFCC and 
VQ algorithms. An effectivity percentage of how well the 
word is said by the locutor is predicted by the system 
throughout the computational implementation of the 
variational coefficient. Besides, recognition of words is 
achieved through the implementation of the KNTM 
algorithm. The authors want to propose this system for 
language physiotherapy in Cuba to people with diction 
problems, under study in special schools along with speech 
therapists. As future work, the authors plan to perform voice 
recognition through hidden Markov models and to find 
phonetic boundaries of phrases composed of at least two 
words. 
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Appendix 

The python functions for programming the variational 
coefficient formulation (1)-(2) is shown in Figure 4. 

 

Figure 4. Variational Coefficient code. 

 

Figure 5. Python Code for KNTM algorithm. 
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The python functions for programming the KNTM 
algorithm is shown in Figure 5. 
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