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Abstract 

In recent years, natural gas utilisation has seen a considerable increase because, it presents an alternative energy source that is 

reliable, economical and environmentally friendly for consumers. In Ghana, natural gas consumption has over the years 

increased due to mainly the rise in industrial and residential demands. Accurate prediction of natural gas consumption will 

provide stakeholders with vital information needed for planning and making informed policy decisions. This paper explores the 

Autoregressive Integrated Moving Average (ARIMA) and Seasonal Autoregressive Integrated Moving Average (SARIMA) to 

predict Ghana's daily natural gas consumption. The data employed for the study is daily natural gas consumption in Ghana from 

2020 to 2022. The results show that both ARIMA and SARIMA models can predict the consumption of natural gas in Ghana with 

a good degree of accuracy. The SARIMA model slightly outperforms the ARIMA model, with a Root Mean Square Error 

(RMSE) of 22.25 and a Mean Absolute Percentage Error (MAPE) of 6.96%, compared to an RMSE of 23.27 and a MAPE of 

7.29% for the ARIMA model. The model forecast suggests a steady natural gas consumption in Ghana but with some intermittent 

fluctuations. 
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1. Introduction 

Natural gas plays a crucial part in Ghana’s energy sector. 

Its utilization has experienced significant growth in recent 

years due to its environmental benefits, cost-effectiveness, 

and potential for reducing dependence on traditional fossil 

fuels [1]. In Ghana, natural gas is predominantly used for 

domestic power supply for industries, transport, and cooking 

[2-4]. This has increased natural gas consumption exponen-

tially over the decades. Over two decades, Ghana’s natural 

gas consumption (NGC) has increased by 52.6% [5]. The 

Ghana Gas Company in 2020 revealed that natural gas 

makes up around 60% of Ghana’s thermal energy generation. 

From just 20 million ft
3
/day in the early 2000s, total natural 

gas consumption increased significantly to around 161 mil-

lion cubic feet per day in 2020 [6]. Ghana’s NGC patterns 

might show seasonal variations, trends, and perhaps nonline-

ar correlations. Economic growth, population growth, urban-
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ization, growth in the manufacturing sector, the expansion of 

gas pipeline infrastructure, hydrology and droughts that af-

fect hydropower generation, and government policies on 

energy pricing and subsidies are some of the major variables 

that affect consumption [7]. Accurate prediction of NGC in 

Ghana is vital for stakeholders such as the government, en-

ergy suppliers, and investors to make informed decisions 

regarding effective energy planning, resource allocation, 

supply chain management, and policy formulation to ensure 

a sustainable and reliable energy supply [8-11]. By antici-

pating future demand, the government can plan the expan-

sion of gas infrastructure, optimise resource allocation, and 

ensure a stable supply to meet the growing energy require-

ments of various sectors. 

In literature, several methods have been employed by re-

searchers to predict NGC, including statistical methods 

[12-16], econometric methods [17-19], and machine learning 

methods [20-22]. However, these methods have certain limita-

tions. Statistical methods such as simple linear regression may 

oversimplify the complex dynamics and non-linear patterns 

present in natural gas consumption time series data [23]. 

Econometric methods often require a strong theoretical foun-

dation and may be sensitive to model assumptions [24]. Ma-

chine learning methods, although powerful, can be computa-

tionally expensive and may lack interpretability [25]. Notwith-

standing the limitations of statistical models, this study ex-

plored statistics-based Autoregressive Integrated Moving Av-

erage (ARIMA) and Seasonal Autoregressive Integrated 

Moving Average (SARIMA) to forecast natural gas consump-

tion in Ghana due to their ability to account for various pat-

terns such as linear and non-linear trends, varying or constant 

volatility, as well as seasonal or non-seasonal fluctuations [26, 

27]. Also, these models are simple to implement as they re-

quire few parameters and assumptions which are based on 

statistical methods and theories. For these reasons, their appli-

cation to various disciplines is numerous, including the petro-

leum industry. For instance, Ediger and Akar [26] estimated 

Turkey’s projected primary energy consumption from 2005 to 

2020 using ARIMA and SARIMA. Akpinar and Yumusak [28] 

employed the Holt-Winters exponential smoothing method and 

the ARIMA model to forecast natural gas demand. Erdogdu [29] 

used the ARIMA model to forecast the future growth of Tur-

key’s gas demand. Akkurt et al. [30] employed SARIMA and 

linear regression models in a comparative study to forecast 

Turkey’s natural gas consumption on a monthly and yearly 

base using time series data with a single seasonal pattern. These 

research works confirm the superiority of ARIMA and 

SARIMA models in modelling time series events when com-

pared to other statistical techniques. 

In continuance, the contribution of this study is to develop 

statistics-based models for predicting the consumption of 

natural gas in Ghana through a comparative study of ARIMA 

and SARIMA models. By incorporating historical gas con-

sumption data, the ARIMA and SARIMA models identify 

and model the underlying patterns and dependencies, leading 

to more accurate and reliable predictions. Also, the model’s 

ability to handle non-linear and dynamic relationships within 

the data makes it a suitable choice for capturing the com-

plexities of national gas consumption in Ghana. Hence, the 

research advances Ghana’s energy landscape by addressing 

the need for predicting natural gas consumption patterns in 

Ghana, thus, allowing for effective decision-making and 

policy formulation. 

2. Resources and Methods 

2.1. Data Source and Description 

In this study, secondary data on historical daily natural gas 

consumption in Ghana was obtained from the Ghana Nation-

al Gas Company. The dataset was for three years spanning 

from 1
st
 January 2020 to 31

st
 December 2022. Figure 1 shows 

the plot of daily natural gas consumption in Ghana within the 

timeframe (1096 observations). As observed, there are up-

ward and downward trends, and nonconstant variance, among 

others within the data, portraying the nonlinear aspects of 

daily natural gas consumption in Ghana. 

 
Figure 1. Plot of Daily Natural Gas Consumption in Ghana. 

2.2. Testing for Stationarity 

A crucial characteristic of time series data is stationarity, 

which shows that the data’s statistical characteristics remain 

constant across time. It is necessary for many time series 

analytic approaches, such as modelling and forecasting. 

There are two primary methods for determining stationarity 

and they are visual inspection and statistical test. For visual 

inspection, time series data are plotted and trends, seasonali-

ty, or other patterns that change over time are looked for. 

Several statistical tests can be employed for testing station-

arity, such as the Augmented Dickey-Fuller (ADF) and the 

Kwiatkowski-Phillips-Schmidt-Shin (KPSS). 

The ADF test is commonly used to check the stationarity of 
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a time series by looking for the presence of a unit root in the 

data. If the ADF test rejects the null hypothesis of a unit root, 

then the time series is considered to be stationary [32]. In this 

study, the ADF test was used to find out whether the time series 

data used had unit root or were covariance stationary. This 

method was proposed by Dickey and Fuller [33] as an upgraded 

version of the Dickey-Fuller test. The unit root test is done by 

stating the null hypothesis as γ = 1 (non-stationary) and the 

alternative hypothesis as γ < 1 (covariance stationary). Where γ 

is the characteristic root of an AR polynomial. The ADF test 

statistic is given by Equation (1). 

∆𝑦𝑡 = 𝛽′𝐷𝑡 + 𝜋𝑦𝑡−1 + ∑ 𝜑𝑗
𝑃
𝑗=1 ∆𝑦𝑡−𝑗 + 𝜀𝑡        (1) 

where 𝐷𝑡  is a vector of deterministic terms (constant, trend 

etc.). The 𝑃 lagged difference terms, ∆𝑦𝑡−𝑗 , are used to 

approximate the mean equation structure of the errors, 

𝜋 = 𝜙 − 1, and the value of 𝑃 is set so that the error, 𝜀𝑡 is 

serially uncorrelated. 

Contrary to most unit root tests, like ADF, the absence of 

a unit root is not a proof of stationarity, but by design, of 

trend-stationarity. This was addressed in this work by using 

the KPSS test developed by Kwiatkowski et al. [34]. Upon 

testing the dataset any values above 0.05 meant the dataset 

was stationary. KPSS is defined by Equation (2). 

𝐾𝑃𝑆𝑆 =
𝑇−2∑ 𝑆̂𝑡

2𝑇
𝑡=1

𝜆̂2
                   (2) 

where 𝑆̂𝑡 = ∑ 𝑢𝑗̂𝑡
𝑗=1 , 𝑢̂𝑡 is the residual of a regression of 𝑦𝑡  

on 𝐷𝑡  and 𝜆̂2 is a consistent estimate of the long-run vari-

ance of 𝑢𝑡 using 𝑢̂𝑡. 

2.3. Autoregressive Integrated Moving Average 

Model 

The ARIMA is a statistical model that is used to predict 

future values of a time series [35]. The order of the ARIMA 

model is (     ). The ARIMA (     ) model is made up of 

three components. The   or AR is the number of lag varia-

bles to be used as predictors. The   or MA shows that the 

present value has something to do with the past residuals. 

The “ ” is the order of differencing required to make the 

time series stationary. The ARIMA (     ) process can be 

defined as expressed in Equation (3). 

( )( ) ( )d
p t q tB B Y B e                      (3) 

where tY  is the number of TB cases recorded at time t ; d  

is the order of differencing;
2

1 2( ) (1 )p
p pB B B B         

is the Autoregressive (AR) characteristic operator; and 
2

1 2( ) (1 )q
q qB B B B         is the Moving Aver-

age (MA). 

The estimation of the model consists of three steps, namely: 

model identification, estimation of parameters and diagnostic 

checking: 

2.3.1. Model Identification 

In identifying the appropriate model for predicting daily 

natural gas consumption, a visual assessment of the Auto-

correlation Function (ACF) and the sample Partial Autocor-

relation Function (PACF) together with two (2) information 

loss metrics were used. The two information criteria, the 

Akaike Information Criteria (AIC) and the Bayesian Infor-

mation Criterion (BIC) are defined as shown in Equations (4) 

and (5). 

𝐴𝐼𝐶 = ln(𝜎̂2) +
2𝐾

𝑆
                  (4) 

𝐵𝐼𝐶 = ln(𝜎̂2) +
𝐾

𝑆
ln 𝑠               (5) 

where 𝜎̂2 is the variance of the residuals, 𝑆 is the sample 

size, 𝐾 is the total number of parameters. The best model is 

the model that has the least AIC and BIC values [36]. 

2.3.2. Estimation of Parameters 

The second step is the estimation of the model parameters 

for the “best model” that has been selected. 

2.3.3. Diagnostic Checking 

The estimated model is then checked to verify if it ade-

quately represents the series. Diagnostic checks are performed 

to ascertain whether the residuals of the selected model are 

randomly and normally distributed. In this paper, the stand-

ardised residual, the ACF of residuals and Ljung-Box statistic 

plots were employed. Collectively, these tests establish the 

adequacy of the selected model. 

2.4. Seasonal Autoregressive Integrated Moving 

Average Model 

The SARIMA model is an extension of the ARIMA 

(     ) model that incorporates seasonal patterns in the data 

[35, 37]. Seasonality is the tendency of a time series to repeat 

itself over regular intervals of time, such as daily, monthly, 

quarterly, or yearly. The order of the SARIMA model is rep-

resented as (     )(𝑃 𝐷   𝑠) and expressed as Equation (6). 

( ) ( ) ( ) ( )s s
p P t q Q tB B Y B B e              (6) 

where tY  is the number of TB cases recorded at time t ; d  

is the order of differencing;
2

1 2( ) (1 )p
p pB B B B         

is the non-seasonal AR operator; 
2

1 2( ) (1 )s s s Ps
P PB B B B       is the sea-

sonal AR operator; 
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2
1 2( ) (1 )q

q qB B B B         is the non-seasonal 

MA; and 
2

1 2( ) (1 )s s s Qs
Q QB B B B         is the seasonal 

MA. 

Similar to the ARIMA, SARIMA modelling also follows 

the three steps as discussed in Sections 2.4.1 - 2.4.3. 

2.5. Performance Evaluation 

The Root Mean Squared Error (RMSE) and Mean Absolute 

Percentage Error (MAPE) were used to establish the forecasting 

performance of the ARIMA and SARIMA models. RMSE is 

calculated by taking the square root of the mean squared errors 

between the actual and predicted values. RMSE is expressed 

mathematically as presented in Equation (7) [38-40]. 

𝑅𝑀𝑆𝐸 = [
∑ (𝑦𝑓𝑖−𝑦𝑜𝑖)

2𝑁
𝑖=1

𝑁
]

1/2

                 (7) 

where (𝑦𝑓𝑖 − 𝑦𝑜𝑖)
2
 is the difference squared of the actual and 

predicted value and N is the sample size. 

MAPE is determined by taking the average of the absolute 

percentage errors between the actual and forecasted values. 

MAPE is expressed mathematically as shown in Equation (8) 

[36, 37]. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
|𝑛

𝑡=1 × 100%           (8) 

where n represents the number of observations, 𝐴𝑡 represents 

the actual value and 𝐹𝑡 is the forecasted or predicted value. 

3. Results and Discussion 

3.1. Preliminary Analysis 

Table 1 shows the descriptive statistics of the daily natural 

gas consumption dataset shown in Figure 1. As seen, an aver-

age of 263.34 MMscf of natural gas was consumed daily. 

Within the timeframe, the minimum and maximum natural gas 

consumed daily was 106.19 and 34.13 MMscf respectively. 

Table 1. Descriptive Statistics of the Data. 

Variable Unit Mean Standard Deviation Minimum Maximum Observations 

Consumption MMscf 263.34 42.38 106.19 345.13 1096 

 
Figure 2. Decomposition Plot of the Daily Natural Gas Consumption Data. 

Figure 2 shows the decomposed form of the daily natural 

gas consumption dataset (Figure 1) which reveals the various 

time series components. In Figure 2, a trend existed but was 

not steady which suggests that the data was not stationary in 
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its initial form. 

3.2. Data Processing 

The dataset was split into training and testing. This was 

done to validate the performance of the selected models. The 

training set was from January 2020 to November 2022 and the 

testing set was December 2022. The models are developed 

using the training dataset and validated based on the reserved 

test data. 

Before proceeding with the development of the ARIMA 

and SARIMA models, ACF and PACF plots (Figure 3) were 

used to assess the stationarity of the training data. From Fig-

ure 3, both the ACF and PACF plots of the dataset at initial 

order 0 were not stationary since there was a gradual drop in 

the spike level but showed a trend and hence confirmed that 

the data was not stationary. However, after differencing, the 

data became stationary since there is a significant drop in 

spike level with deflecting spikes in both negative and posi-

tive sides as indicated by the ACF and PACF plots in Figure 4. 

  
Figure 3. ACF and PACF Plot of Dataset (order 0). 

  
Figure 4. ACF and PACF Plot of Dataset (Order 1). 

Table 2. Summary of Stationarity Test on Dataset. 

Test Hypothesis 

Differencing (P-value) 

Order 0 Order 1 

ADF 
H0: Not Stationary 

H1: Stationary 
0.02 < 0.01 

KPSS 
H0: Stationary 

H1: Not Stationary 
0.01 0.10 
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To confirm the results indicated by the ACF and PACF 

plots, a unit root test was conducted to check the 

non-stationary assumption using the ADF and KPSS tests. 

The unit root test was carried out on the training dataset and 

the results are presented in Table 2. KPSS test confirmed the 

trend assumption that the series was not stationary and the 

ADF confirmed that, the series had no unit root present. So, 

further tests for both ADF and KPSS were conducted after 

taking the first difference (Order 1), and both tests confirmed 

that the data was stationary (Table 2). 

3.3. ARIMA Model Estimation 

To find a suitable ARIMA model for forecasting the daily 

consumption of natural gas in Ghana, the ACF and PACF 

shown in Figure 4 were assessed. As shown in Figure 4, 

higher orders of AR and MA were suggested. However, the 

trial-and-error method of estimating the appropriate ARIMA 

model was adopted. Several models for different AR( ) and 

MA( ) orders (for    = 1 2 3 4) were generated and their 

respective AIC and BIC values were estimated. Four models 

with the least information loss were selected as being com-

petitive as shown in Table 3. These competitive ARIMA 

models are further evaluated for the best model. The four 

competing models were used to predict the daily natural gas 

consumption for December 2022 (test data) and their predic-

tion accuracy/error were computed in Table 3. From Table 3, 

the four competing models were evaluated using RMSE and 

MAPE metrics. It was observed that ARIMA (3, 1, 3) had the 

least error among the four competing models, and thus was 

selected as the best ARIMA model. 

Table 3. Competing ARIMA Models and their Respective RMSE and 

MAPE. 

Model RMSE MAPE (%) 

ARIMA (2, 1, 1) 23.30 7.36 

ARIMA (1, 1, 2) 23.31 7.36 

ARIMA (0, 1, 2) 23.29 7.30 

ARIMA (3, 1, 3) 23.27 7.29 

Table 4 shows the parameter estimates for ARIMA (3, 1, 3). 

As observed, apart from the first lag variable of the AR, the 

rest of the lag variables were all significant. 

 

 

Table 4. Parameter Estimate for ARIMA (3, 1, 3). 

Parameter Coefficient Std. Error z value P >│z│ 

AR.L1 -0.0445 0.033 -1.346 0.178 

AR.L2 -0.8114 0.015 -54.173 <0.0001 

AR.L3 0.3980 0.032 12.528 <0.0001 

MA.L1 -0.4100 0.027 -15.317 <0.0001 

MA.L2 0.5891 0.018 32.517 <0.0001 

MA.L3 -0.8426 0.025 -33.902 <0.0001 

sigma2 454.5431 11.530 39.422 <0.0001 

 
Figure 5. ARIMA (3,1,3) Standardized Residual and Density Plot. 

 
Figure 6. ACF Plot for the ARIMA (3,1,3) Residuals. 

Figures 5 and 6 show the diagnostic plot for the residuals of 
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ARIMA (3, 1, 3). As observed, the standardized residual and 

density plots (Figure 5) display normally distributed residuals 

as the points display zero trace of trend, no extreme outliers, 

and in general, no extreme change in variance across time. 

Also, the ACF of the residuals plot (Figure 6) show that only 

one lag out of the 31 lags of the series residuals exceeds the 

significant bounds. This is negligible since the probability of a 

spike being significant by chance is about one in 31. This 

simply indicates no significant autocorrelation, since it is 

expected that at most one out of 31 sample autocorrelations 

exceed the 95% significance bounds. Collectively, these tests 

suggest that the model fits very well. 

Figure 7 shows the observed and predicted daily natural gas 

consumed based on the selected ARIMA (3, 1, 3) model. As 

observed, the model produced an RMSE of 23.27 and a 

MAPE of 7.29% (refer to Table 3). As seen in Figure 7, the 

selected ARIMA (3, 1, 3) model relatively fitted the time 

series well despite the nonlinear nature of the data. The model 

was able to capture the trend component of the data to im-

prove the prediction. 

 
Figure 7. Plot of the Observed and Predicted Daily Natural Gas Consumption by ARIMA (3, 1, 3). 

3.4. SARIMA Model Estimation 

To find an appropriate SARIMA (  1  )(𝑃 0   𝑠) 1, q) 

model based on the ACF and PACF shown in Figure 4, the 

seasonal AR and MA which are represented by 𝑃 and   are 

evaluated. A careful inspection of the ACF plot in Figure 4 

shows high correlations at lag 4, 14, 21 and so on. Hence, the 

period of seasonality 𝑠 is represented as 7, where 7 represents 

weekly seasonality. Several models for different seasonal 

AR(𝑃) and MA( ) orders (for 𝑃  = 1 2 3 4) were gener-

ated, and their respective AIC and BIC values were used to 

select three best-competing models. 

The four competing SARIMA models were used to predict the 

daily consumption of natural gas for December 2022 (test data) 

and their prediction accuracy/error was computed in Table 5. 

From Table 5, the four competing models were evaluated using 

RMSE and MAPE. It was observed that SARIMA 

(3,1,3)(1,1,1,7) had the least error among the four competing 

models and thus was adjudged the best SARIMA model. 

Table 5. Competing SARIMA Models and their Respective RMSE and 

MAPE. 

Model RMSE MAPE (%) 

SARIMA (1, 1, 1) (1,0,1,7) 23.19 7.18 

SARIMA (2, 1, 2) (1,0,1,7) 23.20 7.18 

SARIMA (3, 1, 3) (1,1,1,7) 22.25 6.96 

The parameter estimates of the selected SARIMA (3,1,3) 

(1,1,1,7) model are shown in Table 6. As observed, the only 

significant lag variable was the seasonal MA lag variable. 

This implies that there was a seasonal pattern in the dataset 

which occurred weekly. 
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Table 6. Parameter Estimate for SARIMA (3, 1, 3) (1, 1, 1, 7). 

Parameter Coefficient Std. Error z value P >│z│ 

AR.L1 -0.5308 18.798 -0.028 0.977 

AR.L2 0.2668 7.213 0.037 0.970 

AR.L3 0.0338 5.706 0.006 0.995 

MA.L1 0.0742 18.799 0.004 0.997 

MA.L2 -0.7050 1.572 -0.448 0.654 

MA.L3 -0.0805 12.662 -0.006 0.995 

AR.S.L7 0.0241 0.036 0.670 0.503 

MA.S.L7 -0.9967 0.034 -29.731 <0.0001 

sigma2 478.2706 17.335 27.590 <0.0001 

Figures 8 and 9 show the diagnostic plot for the residuals of 

SARIMA (3, 1, 3) (1,1,1,7). As observed, the standardized 

residual and density plots (Figure 8) display normally dis-

tributed residuals as the points display zero trace of trend, no 

extreme outliers, and no significant change in variance across 

time. The ACF of the residuals plot (Figure 9) shows that only 

one lag out of the 31 lags of the series residuals exceeds the 

significant bounds. This is negligible since the probability of a 

spike being significant by chance is about one in 31. This 

simply indicates no significant autocorrelation, since it is 

expected that at most one out of 31 sample autocorrelations 

exceed the 95% significance bounds. 

Figure 10 shows the plot of the observed as well as the 

predicted production values for December 2022 (test set). The 

model produced a RMSE of 22.25 and a MAPE of 6.96% (refer 

to Table 5). Relatively the selected SARIMA model fitted the 

time series even though the time series was nonlinear. 

 
Figure 8. SARIMA (3,1,3) (1,1,1,7) Standardized Residual and 

Density Plot. 

 
Figure 9. ACF Plot of SARIMA (3,1,3) (1,1,1,7) Residuals. 

 
Figure 10. Plot of the Observed and Predicted Daily Natural Gas Consumption by SARIMA (3,1,3) (1,1,1,7). 
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3.5. Performance Comparison of ARIMA and 

SARMIA Models 

The summary of the performance result of the developed 

ARIMA and SARIMA models is presented in Table 7. As 

seen, the model with the best performance was SARIMA 

(3,1,3) (1,1,1,7) even though the difference between it and 

ARIMA is close. 

Both the ARIMA (3,1,3) and the SARIMA (3,1,3) (1,1,1,7) 

models were used to predict the daily consumption of natural gas 

for January 2023 (Figure 11). It was observed that the two mod-

els imitate the behaviour of the dataset by fluctuating. The fore-

cast from the models suggests a steady consumption of natural 

gas in Ghana but with some intermittent fluctuations. 

Table 7. Summary of Performance Result. 

Model 

Performance Metrics 

RMSE MAPE 

ARIMA (3,1,3) 23.27 7.29% 

SARIMA (3,1,3) (1,1,1,7) 22.25 6.96% 

 

 
Figure 11. Plot of the ARIMA (3,1,3) and SARIMA (3,1,3) (1,1,1,7) Predicted and Forecasted Daily Consumption of Natural Gas. 

4. Conclusions 

The study utilises the concept of statistics-based ARIMA 

and SARIMA models for predicting daily natural gas con-

sumption in Ghana as its accurate prediction helps in effective 

decision-making and policy formulation within the nation’s 

energy landscape. From the preliminary analysis, it was seen 

that the daily consumption of natural gas in Ghana was 

non-stationary and exhibited seasonal features with a 

non-steady trend. Using performance indicators such as in-

formation loss (AIC and BIC) and error measures (RMSE and 

MAPE), ARIMA (3,1,3) and SARIMA (3,1,3) (1,1,1,7) 

models were noted to be suitable out of the several competing 

models, and thus, were selected for predicting the daily con-

sumption of natural gas in Ghana. However, the SARIMA 

(3,1,3) (1,1,1,7) model comparatively showed better predic-

tive accuracy than the ARIMA (3,1,3) model when tested on 

December 2022 consumption data, MAPE of 6.96% and 7.29% 

respectively. Hence, the SARIMA (3,1,3) (1,1,1,7) model 

possesses the added advantage of being versatile in account-

ing for various seasonality and volatility patterns and, thus, 

could be implemented on a wide range of products in the 

extractive industry. A 30-day ahead forecast was then esti-

mated which suggests a steady consumption of natural gas in 

Ghana but with some intermittent fluctuations. This study 

advances Ghana’s energy landscape by addressing the need 

for the prediction of natural gas consumption patterns in 

Ghana, thus, allowing for effective decision-making and 

policy formulation. Despite the predictive performance of the 

ARIMA and SARIMA models, they are limited as they are 

well-suited for short-term predictions. Hence, future works 

will explore non-parametric intelligent techniques. 
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ARIMA: Autoregressive Integrated Moving Average 
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RMSE: Root Mean Square Error 

MAPE: Mean Absolute Percentage Error 

ACF: Autocorrelation Function 

PACF: Partial Autocorrelation Function 

KPSS: Kwiatkowski-Phillips-Schmidt-Shin 

AIC: Akaike Information Criteria 

BIC: Bayesian Information Criterion 
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