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Abstract 

The rise in healthcare-related illnesses has generated a substantial amount of patient data, making the safeguarding of patient 

data imperative. Existing privacy protection methods face challenges, including longer execution times, compromised data 

quality, and increased information loss as data dimensions expand. Effective attribute selection is vital to enhance preservation 

methods. Our research introduces a privacy-preserving clustering approach that addresses these concerns through two stages: 

feature selection and anonymization. The first stage selects relevant features using symmetrical uncertainty (SU) and 

eliminates duplicates with Kendall’s Tau Correlation Coefficient. The Utility Preserved Anonymization (UPA) algorithm is 

employed in the second phase to achieve privacy preservation. Additionally, our approach reduces data dimensionality to 

simplify cluster creation for anonymization. Experimental analysis on real-time data demonstrates the strategy’s effectiveness, 

with outstanding sensitivity (97.85%) and accuracy (95%), efficiently eliminating unnecessary features and simplifying 

clustering complexity. 
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1. Introduction 

Recent IT advances have simplified personal data storage, 

particularly in healthcare where clinical data is retained for 

further analysis ([6]). This data often contains private infor-

mation, and individuals are more willing to share it if confi-

dentiality is ensured ([23]). Data mining has emerged to 

glean insights from health data while preserving privacy, 

finding applications in various domains like social networks, 

online services, commerce, and healthcare. 

Privacy laws mandate the confidentiality of medical rec-

ords, yet specific privacy threats persist in handling sensitive 

medical data ([13]). Consequently, many countries have im-

plemented regulations to safeguard this information. 

In our increasingly interconnected world, data protection 

has become a global compliance priority. Nations are enact-

ing privacy legislation to safeguard personal information 

from public exposure. Various anonymization techniques, 
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including k-anonymity, l-diversity, (α, k)-anonymity, and t-

closeness, have emerged ([15]). 

K-anonymized datasets can be vulnerable to privacy 

breaches, like similarity, homogeneity, and background 

knowledge attacks, particularly when critical attributes have 

low variability [10]. Re- searchers have explored clustering 

methods, such as k-means clustering, to address these issues 

by identifying useful traits for anonymization [3]. How- ever, 

safeguarding sensitive data on cloud platforms requires more 

than k-means clustering, necessitating privacy-preserving 

outsourcing of the process [14]. 

Privacy concerns have surged, covering personal infor-

mation protection to prevent adverse physical, psychological, 

and financial consequences. For example, revealing a pa-

tient’s cancer diagnosis to their insurer or employer can pro-

foundly affect their life. Ensuring personal information pro-

tection is critical throughout data collection and publication 

[4]. 

Privacy regulations mandate the removal of personally 

identifying information (PII) from patient data, such as 

names and Social Security numbers ([28]). However, privacy 

is not maintained solely by eliminating PII, as quasi-

identifiers like age, gender, blood type, and religion, when 

combined with external data like a voter list, can still identify 

individuals. A privacy-preserving technique safeguards clini-

cal data privacy using clustering- based anonymization on a 

dataset with 699 features. Symmetrical uncertainty-based 

feature selection is employed to protect sensitive demograph-

ic details, minimizing loss of information. 

Privacy protection traditionally relies on anonymization 

methods like generalization and suppression to secure sensi-

tive data. However, connecting quasi-attributes with publicly 

available information can still reveal identities, underscoring 

the goal of preserving individual privacy in the anonymity 

model. 

To enhance privacy and data quality, redundant features 

are removed using Kendall’s Tau rank correlation coefficient 

before clustering. The K- anonymization-based clustering 

method accelerates healthcare data anonymization with high 

accuracy. The following list explains the main contributions 

of the suggested system: 

1. By combining generalisation and clustering algorithms, 

one may design an efficient anonymization solution en-

hancing data quality and reducing information loss. 

2. The dimensionality of attributes is streamlined using 

Kendall’s Tau Based Feature Selection (KTFS) in order 

to lessen complexity during the clustering phase. 

3. Through the creation of clusters, healthcare data may 

be anonymized while maintaining patient privacy, es-

tablishing a balance between less information loss and 

enhanced data quality. 

A. Research Motivation 

Healthcare institutions have vast patient data repositories 

due to increased IT adoption. Sharing this data for research 

and improved patient care faces ethical and legal hurdles. K-

anonymity is a common privacy safeguard, but it has draw-

backs like information loss and classification errors due to 

reduced data granularity. 

Our proposed framework integrates data anonymization, 

feature selection, and clustering techniques, offering a holis-

tic solution. This approach enables organizations to leverage 

their data while protecting privacy. This study equips organi-

zations with a robust methodology for responsible data utili-

zation in a data-centric world. The remainder of this paper is 

organized as follows: related work discussed in section II, 

proposed model of privacy explained in section III, formal 

modelling and analysis section in section IV, results and dis-

cussion observed in section V, and conclusion of this paper 

is in section VI. 

2. Related Work 

Improvements in patient care quality, epidemiological re-

search, and overall healthcare management have been 

sparked by recent breakthroughs in the healthcare industry, 

especially in the context of exchanging sensitive clinical 

information. But the increasing worry about privacy viola-

tions in patient diagnostic data emphasizes how important it 

is to protect data privacy. 

A. Sensitive semi-identifier data anonymization 

Privacy preservation models like Diversity and Proximity 

([22]) are essential for anonymization. We’ve introduced l-

diversity and t-closeness strategies for safeguarding sensitive 

quasi-identifiers. However, distinguishing the sensitive prop-

erty from quasi-identifiers remains challenging. For example, 

in clinical data, both illness (sensitive) and attributes like age, 

residence, and work (quasi-identifiers) contain sensitive in-

formation. Our research proposes a method to anonymize 

features within each attribute. 

Our approach comprises two algorithms: one for anony-

mization and one for reconstruction. It enhances microdata 

tables using the (p+, alpha)- sensitive k-anonymity charac-

teristic from the Enhanced P Sensitive K-Anonymity Model 

([27]). This approach reduces the likelihood of similarity 

attacks and distortion compared to the p-sensitive k-

anonymity method. Additionally, the l-diversity method ad-

dresses k-anonymity’s limitations. 

B. Anonymization of Data Based on Features 

Gachanga et al. ([5]) proposed a feature-based anonymiza-

tion method for high-dimensional data, reducing dimension-

ality by selecting relevant features through information ac-

quisition and ranking. Their approach combines feature se-

lection, data slicing, and distortion minimization, enhancing 

data value and was evaluated using classifiers on anony-

mized datasets. 

Chunhui Piao et al. ([20]) introduced CATDS, a Cluster-

Based Anonymous Table Data-exchange Privacy Protection 

Method, designed for secure government data exchange with 

personal information. It involves data preparation and k-

medoids clustering- based division of data tables. Experi-
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ments comparing it to the Incognito algorithm showed its 

effectiveness in reducing data quality preservation and in-

formation loss. 

C. Model that protects privacy using clustering techniques 

In ([19]), a probabilistic preservation method based on 

clustering is introduced to enhance data security in large da-

tasets. It prioritizes privacy and involves identifying sensitive 

data within clusters and making alterations to protect it. 

Clustering is central to preserving individual data privacy 

with minimal disruption. 

In ([11]), a novel (a, k)-anonymity model-based approach 

is presented for privacy-preserving data collection in 

healthcare services. It employs a user- to-client-server tech-

nique to assess the risk model and create anonymous records 

on the client side. Bottom-up clustering is used to build clus-

ters that meet the (a1, k1) anonymity privacy level. 

D. Techniques for Generalising and Suppressing health 

Data 

We assessed the impact of anonymization methods on ma-

chine learning models [24], finding that in- creased anonymi-

ty requirements reduce classification accuracy, but the im-

pact varies by dataset and technique. A novel generalization 

and suppression- based approach ([9]) mitigates information 

loss and improves data quality, addressing computational 

costs and scalability concerns. 

Rodriguez et al. demonstrated the effect of k- anonymous 

micro-aggregation on small datasets ([21]). 

(MD): This is known as a table linkage attack, where the 

goal is to determine if an individual’s record is in the table. 

A robust privacy-preserving system should prevent member-

ship identification. The k-anonymity model achieves this by 

applying generalization methods to protect the records table. 

Attack using Attribute Disclosure: When an unauthorized 

third party tries to learn someone’s personal information, it is 

known as an attribute disclosure or attribute linkage assault. 

The intrusive party has some background knowledge about 

the target and wants to obtain sensitive data. To repel such 

assaults, one might use strategies like generalisation and 

suppression. Similarity Attack: An identical attack, also 

called a similarity or matching attack, occurs when an adver-

sary tries to deduce sensitive information about an individual 

by comparing their data with external datasets, exploiting 

similarities, patterns, or correlations. 

E. Privacy Attacks 

Privacy attacks refer to malicious or unauthorized actions 

taken to compromise an individual’s or an organization’s pri-

vate information. These attacks exploit vulnerabilities in sys-

tems, processes, or human behavior to gain access to sensitive 

data. Identity Disclosure (ID) attack: These attacks are also 

known as ”record linkage attacks.” Our method employs k-

anonymity principles to mitigate identity disclosure risks. 

With k-anonymity, the likelihood of exposure is only 1/k, even 

when an adversary has access to both sensitive attributes and 

quasi- identifiers. Attack using Membership Disclosure 

Table 1. Execution times and privacy assaults are compared with newly suggested approaches and state-of-the-art privacy preservation 

techniques. 

study time evaluation s-attack md id ad ([12]) 

 104 ms X √ √ X ([29]) 

 103 ms X √ √ √ ([25]) 

 103 ms √ √ √ √ ([16]) 

 103 ms X √ √ √ ([25]) 

 102 ms √ √ √ √ ([26]) 

 101 ms √ √ √ √  

Proposed 101 ms √ √ √ √  

 

3. Proposed Model 

In this section, we present our patient clinical data anony-

mization scheme, emphasizing the importance of anonymiz-

ing healthcare records before sending them to data servers or 

cloud platforms. Our approach employs clustering-based 

anonymization and an enhanced k-anonymity model to min-

imize information loss. 
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Figure 1. Schematic Representation of Proposed system. 

Our healthcare data collection method focuses on privacy 

protection through anonymization, as depicted in Figure 1. 

The process begins with dataset collection, specifically clini-

cal records related to healthcare. Feature selection is the first 

step, utilizing the Symmetrical Uncertainty (SU) approach to 

simplify the selection of essential attributes. Following fea-

ture selection, the next step involves removing redundant 

attributes within the dataset. The selected attributes are then 

used in the Utility Preserved Anonymization (UPA) algo-

rithm, which employs generalization and clustering to 

achieve anonymization. The clustering process starts with the 

calculation of centroid points, grouping instances into clus-

ters based on their proximity to these centroids. This results 

in generalized anonymized data, and the following section 

provides a detailed step-by-step explanation of this anony-

mization approach. 

A. Description of Proposed System 

The generation of anonymized data from the collected 

clinical records encompasses several stages. The purpose of 

the anonymization process is to safeguard sensitive infor-

mation, such as personal identities, from potential privacy 

breaches. The clustering- based k-anonymization approach 

has been developed for this suggested system to provide pri-

vacy protection while reducing data loss. The sequential pro-

cess of the suggested privacy-preserving anonymization ap-

proach is elucidated as follows. 

B. Collection of datasets 

Healthcare datasets, typically stored in secure databases, 

comprise data from various medical facilities, including both 

clinical and non-clinical patient information. These datasets 

contain both numerical and categorical data, categorized into 

three groups: explicit identifiers (e.g., names, license num-

bers, social security numbers), quasi-identifying attributes 

(e.g., age, sex, zip codes), and sensitive features (e.g., living 

situations, salaries, occupations). While explicit identifiers 

must be removed for data analysis before publication, sensi-

tive characteristics may be retained in their original state. 

Anonymization techniques are most applied to quasi- identi-

fying attributes. 

C. Selection of Features depending on SU 

Symmetrical uncertainty (SU) measures the effectiveness 

of feature classification by evaluating the relationship be-

tween features and the target concept, with higher SU values 

indicating greater relevance. A dataset-specific machine 

learning method aids in selecting quasi-attributes for anony-

mization from a pool of existing attributes. 

Feature subset selection involves identifying and eliminat-

ing redundant features, simplifying attribute dimensionality 

to enhance machine learning algorithm efficiency and classi-

fication accuracy. After feature filtering, a relevance index, 

or scoring, is generated to assess the chosen feature’s con-

nection to classification. This index serves as a heuristic cri-

terion in filter techniques, highlighting the effectiveness of 

feature selection compared to other wrapper approaches for 

classification. 

To achieve anonymization, features at the lower end of the 

relevance index are selected as quasi- attributes. Utilizing a 

feature selection approach expedites the clustering process 

for anonymization, improving data quality. SU plays a role 

in calculating the relevance index for each feature ([8]). 

Symmetrical uncertainty (SU) quantifies the relevance be-

tween two random variables, yielding values from 0 to 1. 
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When SU equals one, variables X and Y are dependent; 

when it’s zero, they’re independent. 

In classification, SU assesses the relationship between the 

class and features, calculated as follows for random variables 

X and Y. 

Equation 1 shows the unbiased estimator of population 

variance σ2 

𝑆𝑈 (𝑥, 𝑦) = 2
 I(x|y)

𝐻(𝑥) + 𝐻(𝑦)
                   (1) 

Gaining knowledge in pairs between the variables Y and 

X is denoted in the equation above by the symbol I(x,y). H(Y) 

is representation of variable Y’s entropy. H(X) is a symbol 

for the variable X’s information entropy. I(X—Y) evaluates 

X’s understanding of Y if Y, X represent the classification 

name and characteristic, respectively. After, it is possible to 

calculate the mutual information between X and Y as illus-

trated below. 

Ix, y = H(x) + H(y) − H(x, y)                 (2) 

𝐻(𝑥) = ∑ 𝑝(𝑥) log 𝑝(𝑥)𝑥∈𝑋                  (3) 

𝐻(𝑥) = ∑ 𝑝(𝑦) log 𝑝(𝑦)𝑥∈𝑌                  (4) 

𝐻(𝑥) = ∑ ∑ 𝑝(𝑥, 𝑦) log 𝑝(𝑥, 𝑦)𝑥∈𝑌𝑥∈𝑋            (5) 

While x ∈ X and y ∈ Y denotes potential values of both X, 

Y. The distributions of x, y the joint distribution are indicat-

ed, respectively, by the notations p(x), p(y), and p(x, y). 

D. Elimination of redundant features through Kendall’s 

Tau correlation coefficient 

Kendall’s Tau correlation coefficient, often simply re-

ferred to as Kendall’s Tau or Kendall’s rank correlation coef-

ficient, is a statistical measure used to quantify the degree of 

agreement or association between two ranked variables. It 

assesses how similar the ordering of values in one variable is 

to the ordering of values in another variable. This makes it 

suitable for cases where the real numerical the variables’ 

values don’t much important, but their relative rankings are. 

Here is the equation of Kendall’s Tau correlation coefficient. 

Kendall’s Tau: 

Calculate concordant couples (C). Calculate discordant 

couples (D). Calculate tied couples (T ), if applicable. Plug 

the values into the formula: 

𝜏 = √
C−D

(C+D+T)×(C+D+T−1)
  

Interpret the Result: 

The resulting value of Kendall’s Tau (τ ) remains 

-1 and +1. τ = +1 indicates perfect positive agreement. τ = 

−1 indicates perfect negative agreement. τ = 0 indicates no 

agreement. 

E. KTFS Algorithm 

The following section outlines the stages that make up the 

KTFS algorithm. The quasi-identifier property and the pa-

rameter delta are included in the input. The output of running 

this algorithm is a collection of chosen features. 

1. Feature set initialization, where FS is an empty set. 

2. Utilizing SU, determine each feature attribute’s rele-

vance index. These attributes are part of FS. 

3. The qualities are ordered in decreasing order based on 

the relevance index. 

4. Then, using the Kendall’s Tau coefficient, the redun-

dant characteristics are eliminated from FS. 

5. Using the ranking function delta, Select the desired 

characteristics in FS. 

Algorithm 1: Pseudo code for KTFS Algorithm Input: QIS 

= {A1, A2, . . . , Am}, δ 

Output: FS 

1. RI = SU (QIS) // Using SU, find related values for eve-

ryone. 

2. X1 = DO(RI) // sort relevance index into descending 

order 

3. X2 = KTCC(X1) // Using Kendall’s Tau Correlation 

Coefficient, redundant features are eliminated 

4. If (X2 < δ) //Utilize ranking to determine the FS attrib-

utes. < δ 

5. FS = X2 

F. enhanced k-anonymization’s clustering technique 

Clustering groups similar data together, a technique exten-

sively employed in k-anonymization to protect sensitive data. 

Various clustering approaches have been introduced by re-

searchers for anonymizing sensitive information. Clustering-

based k-anonymization aims to enhance the quality of dis-

closed data by grouping similar instances and reducing in-

formation loss ([17]). This approach uses minimal generali-

zations within similar groups, ultimately creating anony-

mized data clusters with minimal information loss while lim-

iting cluster size to fewer than k. 

G. proposed design for safeguarding privacy 

The primary objective of this system is to distribute all 

sensitive data within the SA domain into their respective 

equivalence classes while ensuring robust privacy protection. 

The system works with a dataset D, sensitive values denoted 

by s for sensitive attributes SA, and a user-defined anony-

mization level k as input parameters. Group creation adheres 

to the specified s and k criteria, and the method incorporates 

two stopping criteria. 

Criteria 1: must (K ≤ s) 

The number of equivalence classes formed is determined 

by the least frequent sensitive values, with each class en-

compassing potential SA-related values. This automatically 

fulfills the anonymization requirement, as the created groups 

match the value of s. Each equivalence class is associated 

with a specific number of sensitive SA values to meet the 

anonymization parameter, but if the count falls short of the 

possible values, adjustments are made. 

Criteria 2: (K>s). 
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In this case, more equivalence classes were formed than 

initially possible. To meet the anonymization criteria, the 

cluster group created using equivalence is divided to include 

the minimum number of instances required. 

The table below illustrates the process of counting all clus-

ter groups formed with the given dataset while maintaining 

the anonymization criteria. 

According to the second criteria, the split point is reached 

If there are too many cluster groups created the potential 

sensitive values. The following method may be used to di-

vide a cluster. 

split = round(k/s)                               (6) 

Each group consists of a list of the delicate situations that 

happen the least often values related to SA, calculated as 

(k/s). According to the initial criterion, if the count of formed 

cluster groups is fewer than the potential sensitive values, 

additional instances are introduced to fulfill this requirement. 

The inclusion of instances can be achieved using the follow-

ing formula. 

AI = Split − Card(ds)                             (7) 

The equation above introduces the term ”AI,” which signi-

fies the extra instances required to be matched the possible 

sensitive value by being included into the cluster group. The 

clustering procedure for producing anonymized data is car-

ried out under the guidance of the above described criteria. 

The foremost step in this clustering-based anonymization 

approach involves selecting centroids. A detailed explanation 

of the centroid selection process follows. 

H. selection of the clustering centroid 

In the clustering method, selecting centroids is crucial and 

can be done through various methods, including user-defined 

criteria, random selection, 

𝑁𝑂𝐸 =
Card(ds)

𝑘/𝑠
                            (8) 

or probabilistic estimation. The choice of centroid signifi-

cantly impacts cluster quality and processing 

In the above equation 8 NOE denotes number of equiva-

lence class, k the anonymization attribute, and s denotes 

range of feasible SA values. The time. 

In our proposed technique, the initial centroid is randomly 

selected but with an oversampling factor. 

Centroids are continuously computed based on mean val-

ues and adjusted as needed until a cluster contains all data 

points. When there are more centroids than k, the last N/K 

centroids are retained within C, organized in ascending order. 

The steps of this centroid selection algorithm are as fol-

lows: Algorithm 2: Pseudocode for that, the instances are 

randomly chosen to provide the centroids, as was covered in 

greater depth in preceding part. To generate the clusters, the 

chosen centroids are separated from the examples by deter-

mined ([18]). This distance calculation use Euclidean dis-

tance equation. The Equation for Euclidean Distance shown 

below. 

Clustering by Choosing the Centroid 

𝑑(𝑖, 𝑐) = √(𝑖1  −  𝑐1)2  + (𝑖2  −  𝑐2)2 + . . . + (𝑖n  −  𝑐𝑛)2   

Input: D = Dataset with attributes FS, C = 0 

Output: c centroids 

1. Initialize D = Dataset with attributes FS, C = NULL // 

FS that is the output of Algorithm 1. 

2. C1 = Select an instance at random from Dataset 

3. C = C1 // C1 assign to C 

4. nψ = ϕ(C1) // ϕ(C1) calculates some probability value 

5. while I ≤ log(ψ) do 

a) for all instances j in D 

b) for all I centroids in C 

c) Calculate D2j,k // using Euclidean distance formula 

d) C = C ∪ {Instances with maximum probability} 

6. end for 

7. end for 

8. end while 

9. Sort C in ascending order 

10. Select final centroids for N/K centroids in C 

// N is the length of the dataset and K is the cluster size. 

I. Cluster formation 

Using the centroids chosen as outlined above, the instanc-

es are organized into clusters. The process begins by input-

ting the dataset, which includes selected features and anon-

ymization parameters.  

d(i, c) = √(𝑖1 −  𝑐1)2 + (𝑖2 − 𝑐2)2 +. . . +(𝑖𝑛 − 𝑐𝑛)2 (9) 

In equation 9,” Instances” represents dataset items, and ”c” 

signifies the selected centroid. Instances are assigned to the 

nearest centroid based on calculated distances, and centroids 

are updated iteratively by calculating the mean of allocated 

instances until each instance is assigned to a cluster. 

If the number of instances in a cluster falls below the 

anonymization value, it is augmented by merging an instance. 

Conversely, if the instance count exceeds the anonymization 

value, the cluster is split into a minimum of k instances. Ul-

timately, clusters are generalized to produce anonymous data, 

following the procedures outlined below. 

Input: Dataset D with FS and k parameters 

result: anonymous data set ADS 

1: As cluster centroids, choose K randomly chosen in-

stances. 

2: For all of the dataset’s remaining occurrences 

For each cluster centroid 

Determine the separation between the cluster centroid and 

the instance. 

The instance will be assigned to the nearest centroid. 3: 

Determine the centroid for each cluster as the average of all 

occurrences. 
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4: Iter + + 

5:  loop  steps  2  to  4  |previous centroid − 

current centroid| > M and Iter < 

MaxCnt 

6: Within each cluster |C| < k 

7: combine with the cluster is arranged such that 

NCP (GcupG′) is reduced; 

8: within each cluster |C| ≥ 2k 

clusters into two groups, with possible k instances 

9: Make the clusters more inclusive. 

With the help of this recommended technique, anonymiz-

ing healthcare data may be effectively completed with the 

least amount of information loss. Simultaneously, the ap-

proach maintains data quality to address the challenge of 

over-generalization. Ultimately, the proposed technique ef-

fectively preserves the privacy of sensitive information. To 

ascertain the method’s effectiveness, an experimental analy-

sis is conducted, and the results from this analysis are delib-

erated upon in the subsequent section. 

4. Formal Modeling and Analysis Using 

High-Level Petri Nets (HLPNs) 

A. Formal modeling and analysis using High-Level Petri 

Nets (HLPNs) for proposed approach 

In this section, we model and analyses the pro- posed ap-

proach for feature attack-based privacy disclosure and pro-

vide its invalidation. We have used high-level Petri nets 

(HLPN) for the modelling and analysis of the proposed ap-

proach. In first transition, data set pass their feature attributes 

values to SU to calculate the relevance index for every fea-

ture attribute based on Symmetrical Uncertainty (SU) as giv-

en in (10). 

R(SU ) = ∀i2 ∈ x2, ∀i4 ∈ x4, ∀i5 ∈ x5| 

i2[3] ∈ i2[4] → i3[3] := i2[2] ∧ i3[3] := i12 [4] 

Table 2. Mapping of data types on places. 

Types Descriptions 

PID An integer type for describing Patient user ID 

QI Quasi-identifier values for Patient dataset 

GQI Generalized quasi-identifier values for data collector 

Types Descriptions 

SAx Sensitive Attribute of instance x 

SAy Sensitive Attribute of instance y 

δ An integer type for Delta 

RFA Ranked Attribute value of feature At-tributes 

C An integer type for describing class ID 

Cr Random value of centroid 

Cs Sorted value of centroid 

DFSA Disclosed Feature Attributes value 

Table 3. Types used in HLPN for proposed approach. 

Types Description 

φ(QDS) P (PID × QI × SAx × SAy × C) 

φ(δ) P (δ) 

φ(RIA) P (PID × QI × RFA × C) 

φ(SD) P (PID × QI × SRFAn × SRFAn1 × SRFAn2 × C) 

φ(FSA) P (PID × RFSAs × C) 

φ(Cr) P (Cr) 

φ(Cn) P (Cn) 

φ(SC) P (Cs) 

φ(FSD) P (PID × GQI × RFSAs × C) 

φ(BK) P (QI) 

φ(FS − Dis) P (PID × DFSA) 

Relevance Indexes feature attributes are arranged into de-

scending order and assign to place SD in transitions R(DO). 

In (12) the redundant attributes are removed using Kendall’s 

Tau Correlation Co- efficient (KTCC) ranking model. It Uti-

lize Ranked Attribute value of feature Attributes is deter-

mined by the condition of FS attributes ¡ δ. 

R(DO) = ∀i4 ∈ x4, i5 ∈ x5| ∧ x3 := x3 ∪ {i3[3]}           (10) 

i5[3] := Dsrt(i3[3]) x5 := x5 ∪ {i5[3]}                  (11) 
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Figure 2. High level Petri Net for Proposed Approach. 

R(KTCC) =∀i8 ∈x8,∀i6 ∈ x6,∀i9 ∈ x9| i9[1]:=i6[1]∧

i9[2]:=√
𝐶𝑜𝑛𝑐𝑟𝑑(𝑖6[4],𝑖4[5])−𝐷𝑖𝑠𝑐𝑟𝑑(𝑖6[4],𝑖6[5])

(𝑖6[3] − 𝑖6[4]) − (𝑖6[3] − 𝑖6[5])
< i8[1]  x9′ := x9∪

{i9[1],i9[2]}                           (12) 

in place C. These values are then sorted in transition R 

(SC) . In (16) final centroids are selected and resulted data is 

saved at place FSD. 

R(RS)=∀i1∈x10,∀i1∈x11|   

i11[1]:=Rndm(i10[2]) ∧x11:= x11∪{i11[1]}         (13) 

In transition R (RS), an instance from place FSA is ran-

domly selected. In (14) some probability value is calculated 

for all instances in FSA and randomly selected centroids. 

Using Euclidean distance formula in function Eucld() and  

R(PRL) = ∀i12 ∈ x12,∀i13 ∈ x13,∀i14 ∈ x14|  

i14[1]:=MaxprbEucldprb(i12[1],i13[2] ∧x14′ := 

x14∪{i14[1]}                             (14) 

choosing centroid with maximum probability value result-

ant value I s saved performance. These processes are dis-

cussed in ([1]). The system’s efficiency is established when 

both minimal information loss and sustained data quality are 

achieved. For conducting the analysis, a dataset is procured. 

The next section goes 

R(SC) = ∀i15 ∈ x15,∀i16 ∈ x16| (i16[1] := i15[1]) ∧ 

(i16[2] := i15[2]) ∧x16′ := x16∪{i16[1],i16[2]}        (15) 

R(FS) = ∀i17 ∈ x17, ∀i18 ∈ x18, = i18[2] ∪ i19[3] = i18[3] 

 ∀i19 ∈ x19| i20[1] := i19[1] ∧ i20[2] = i19[2] ∧ i20[3] 

:= i19[3] ∧ i20[4] = i19[4] 

i19[4] := i17[1] ∪ i19[4] ∪ i19[1] = i18[1] ∪ i19[2] ∧ x19:= 

x19 ∪ {i19[1], i19[2], i19[3], i19[4]              (16)

Table 4. Origional Dataset. 

preg plas pres skin insu mass pedi age class 

6 148 72 35 0 33.6 0.627 50 1 

1 85 66 29 0 26.6 0.351 31 0 

8 183 64 0 0 23.3 0.672 32 1 

1 89 66 23 94 28.1 0.167 21 0 

0 137 40 35 168 43.1 2.288 33 1 

5 116 74 0 0 25.6 0.201 30 0 

3 78 50 32 88 31 0.248 26 1 

10 115 0 0 0 35.3 0.134 29 0 
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two crucial processes that determine the system’s 

R(FSA-attacks) = ∀i20 ∈ x20, 

∀i21 ∈ x21, ∀i22 ∈ x22| 

(i21[1] ∪ i20[2]) 

̸= i22[1] ∨ (i21[1] ∪ i20[3]) ̸= i22[2]                   (17) 

The last transition FSA-attacks is the main attack transi-

tions that we have shown on proposed approach. In (17), it is 

shown that the privacy attacks FSA are effectively mitigated 

as we can preserve privacy using generalized unique values 

against the above-mentioned privacy attack. The minimum 

and maximum value of a particular attribute in group results 

in hard identification of a record and privacy can be pre-

served. We are dealing with multiple attacks like similarity 

attacks, Membership attack, and attribute disclosure attack. 

5. Experimental Results 

The proposed system is implemented using the Python 

platform through Anaconda Navigator and Jupiter Notebook. 

The system’s execution takes place on a machine equipped 

with a 2.66 GHz Intel IV processor and 4 GB of RAM. This 

machine operates on the Microsoft Windows 10 Professional 

Edition. 

This suggested system’s experimental study in- tends to 

evaluate how well it produces anonymized data from un-

cooked clinical data. Clustering and the generalization ap-

proach used for anonymization are into further detail on the 

dataset that was utilized for the study. 

A. Diabetes dataset for Pima Indians 

To perform the study, this dataset was taken from the UCI 

Machine Learning Repository. 768 occurrences and 8 char-

acteristics are included in the dataset. The outcomes for pa-

tients are expressed using the values 0 and 1. 

While 0 indicates absence of diabetes in a patient, value 1 

indicates the presence of diabetes. The age, Pedi, mass, skin, 

pres, plas, and pregnancy features of the dataset are included. 

Class 1 has about 268 cases, while class 0 has more than 500 

occurrences. 

B. Wisconsin cancer data set 

The dataset used in this study is freely available at the fol-

lowing link: Breast Cancer Wisconsin Dataset. It comprises 

699 instances and 11 attributes, categorized into benign and 

malignant types. There are 458 benign and 241 malignant 

instances in the dataset. Notable attributes include uniform 

cell shape, naked nuclei, normal nucleoli, neutral chromatin, 

and normal cell size. Approximately 16 cases were removed 

due to missing values, resulting in a foundation for subse-

quent analyses. 

Table 5. Ranking of Attributes. 

Attributes Kendal Tau sbfs pca lda 

plas 0.3905 0.4758 0.3991 0.3999 

mass 0.2536 0.3097 0.2854 0.2868 

age 0.2573 0.3090 0.2375 0.2485 

preg 0.1703 0.1987 0.2156 0.2182 

pedi 0.1433 0.1754 0.1690 0.1768 

insu 0.1192 0.0665 0.1345 0.1365 

skin 0.0762 0.0897 0.0850 0.0873 

pres 0.0585 0.1429 0.0556 0.0587 

 

Table 6. Anonymized table. 

Preg Plas Pres Skin Insu Mass Pedi Age Class 

3-8 148 72-76 26-35 0-0 33.6 0.276-0.627 23 1 

3-8 109 72-76 26-35 0-0 36.0 0.276-0.627 21-26 0 

3-8 84 72-76 26-35 0-0 38.3 0.276-0.627 23 0 

3-8 97 72-76 26-35 0-0 35.6 0.276-0.627 21-26 1 

3-8 84 72-76 26-35 0-0 37.2 0.276-0.627 21-26 0 

5 116 74 0 0 25.6 0.201 30 0 

3 78 50 32 88 31 0.248 26 1 

10 115 0 0 0 35.3 0.134 29 0 
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These observations serve as input for the Utility- Preserv-

ing Anonymization (UPA) process, which consists of two 

primary stages: feature selection and K-anonymization-based 

clustering. Initially, the dataset is processed through the 

KTFS algorithm, utilizing the Sequential Unsupervised (SU) 

approach for essential feature selection. Subsequently, the 

Kendall’s Tau correlation coefficient is applied to rank at-

tributes, aiding in the removal of redundant characteristics. 

The provided information presents attribute rankings gener-

ated by the suggested algorithm, as well as comparisons with 

Principal Component Analysis (PCA) and Linear Discrimi-

nant Analysis (LDA) in Table 5. Figure 3 shows the ranking 

of attributes using the proposed method and SBFS method, 

the proposed method significance shows better ranking than 

the previous method used. 

The KTFS algorithm plays a vital role in identifying at-

tributes with significant impact on classification. 

 
Figure 3. Ranking of attributes. 

Rather than anonymizing all attributes, only those mini-

mally affecting classification undergo anonymization, reduc-

ing the extent of generalization and alleviating excessive data 

loss. The attribute with the lowest rank score, considering a 

threshold of 0.2, becomes a candidate for anonymization. In 

this case, attributes like preg, pedi, pres, skin, and insu are 

anonymized. 

However, age remains a potential privacy vulnerability, as 

knowing a patient’s age can lead to identification. To address 

this, unique age values are identified and replaced with a 

range, such as ”21-26,” minimizing the risk of easy identifi-

cation and preserving privacy. 

The selected features identified by the KTFS algorithm are 

then utilized in the subsequent K- anonymization-based clus-

tering process. In this phase, these features are treated as 

instances. The clustering procedure begins by randomly se-

lecting a centroid and assigning instances to the nearest cen-

troid based on distance calculations. This iterative process 

results in the formation of clusters, which continue to expand 

until all instances are allocated to a cluster. The resulting 

clusters are generalized to provide data that is anonymous. 

The supplied table shows the results after anonymization. VI. 

The provided table summarizes the results of our proposed 

system, highlighting attributes such as pregnancy, pregnan-

cies, skin, insu, and pedi with the lowest Kendall’s Tau cor-

relation coefficients. These attributes undergo selective gen-

eralization, minimizing information loss while maintaining 

data quality. To assess our approach’s effectiveness, we em-

ploy specific performance metrics, which we will thoroughly 

explain in the following section. 

C. indicators of performance 

The system’s performance is assessed using performance 

metrics, often known as statistical indicators. These parame-

ters are selected in accordance with the specific analysis pro-

cedure. For instance, measures from a confusion matrix in-

cluding recall, accuracy, specificity, and sensitivity are used 

in machine learning. 

D. measure for discernibility 

Utility loss is measured using discernibility metric. Anoth-

er way to put it is the dimension equal to 50 or greater than 

50 then discernibility metric provides a better result than the 

previous approach. 
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Figure 4. Discernibility Metric. 

E. KL-divergence metric 

The Kull back Liebler divergence metric is a measurement 

of the difference between the original distribution and the 

distribution obtained after anonymization. Below is shown a 

mathematical illustration of the Kull back Liebler divergence. 

DM= ∑ |𝐶|2𝐶∈𝐷                         (18) 

The ”C” equivalence class is constructed using the proce-

dure in the above equation, and ”D” stands for the dataset 

with privacy maintained. For less utility loss, the goal is to 

diminish the value of DM. More utility loss is indicated by a 

larger value of DM obtained. 

In Figure 4 using discernibility equation 18, we calculate 

the discernibility metric against the multiple values of k, it is 

seemed that when the value of k remains less than 50 then 

the proposed method does not give a better result, whenever 

the value of k is 

DKL (P∥Q) = ∑ 𝑃(𝑥)𝑙𝑜𝑔 (
𝑄(𝑥)

𝑃(𝑥)
)𝑥 P(x)log Q(x) x P(x)  (19) 

Here, p(x) and q(x) represent two distributions whose com-

putation of the divergence is required. The KL- divergence 

metric should yield a smaller value when there is minimal 

change in the distribution values. In Figure 5, after performing 

the experiments it is shown that the proposed approach gives 

better results against the multiple values of k’s compared to 

the existing approaches. When using KL divergence, it’s im-

portant to be cautious of issues like dealing with zeros in the 

distributions and selecting the appropriate base for the loga-

rithm (common choices are natural logarithm and logarithm 

base 2). 

  
Figure 5. KL divergence metric. 
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F. Size of the average equivalence class 

An equivalence relation on splits a set into disjoint subsets called equivalence classes. Each element in a given equivalence 

class is related to all other elements in the same class and unrelated to elements in other classes([2]). 

The assessment of utility loss also considers the average size of equivalence classes. A lower average equivalence class size 

is indicative of reduced utility 

 
Figure 6. Average equivalence class size. 

G. Silhouette Score 

The silhouette score is a metric used to evaluate the quali-

ty of clusters in a clustering algorithm, such as k-means clus-

tering. It measures how similar an object is to its own cluster 

(cohesion) compared to other clusters (separation). The sil-

houette score ranges from -1 to +1, where: 

A high silhouette score indicates that the object is well-

matched to its own cluster and poorly matched to neighbor-

ing clusters. 

A score close to 0 indicates that the object is on loss. 

𝐴(𝐴𝑉𝐺) =
𝐷

𝑁𝑂𝐸

k
                                 (20) 

or very close to the decision boundary between two neigh-

boring clusters. 

In the equation provided above, ”NOE” represents the 

count of equivalence classes, ”D” stands for the dataset, 

and ”k” represents the anonymization parameter. 

In Figure 6, The proposed method’s output is contrasted 

with that of the current method. there is a little bit of differ-

ence between the proposed and existing approach. An equiv-

alence relation on splits a set into disjoint subsets called 

equivalence classes. Each element in a given equivalence 

class is related to all other elements in the same class and 

unrelated to elements in other classes. 

A negative score indicates that the object might have been 

assigned to the wrong cluster. 

Silhouette Score = 
1

𝑁
∑ 𝑠(𝑖)𝑁

𝑖=1                    (21) 

According to the Figure 7 If the silhouette score rises 

alongside the increasing value of ’k,’ it could appear para-

doxical. The silhouette score gauges the extent of cluster 

separation, with higher values indicating more clearly de-

fined and distinct clusters. The comparative research is con-

ducted to verify the efficacy of the suggested method for 

privacy protection in comparison to an previous strategy, 

namely WFS(Wrapper Feature Selection with Mondrian). 

([7]). Evaluation makes use of two datasets and classification 

methods including Naive Bayes and C4.5 classifier. It gives 

an explanation of the frequently used comparison method. 

The results of the comparison analysis are presented in the 

provided table. 
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Figure 7. Silhouette Score. 

VII. The primary concern of K-anonymity is the risk of 

record linkage attacks, where Quasi-Identifiers (QI) are 

linked to external databases, compromising privacy. Using 

feature selection enhances privacy, as indicated by our find-

ings, which highlight the positive impact of clustering-based 

generalization and anonymization on performance. 

Our proposed model customizes datasets for analysis, 

streamlining the data publication process. Anonymizing real-

time datasets with extensive QI sets and diverse features can 

be challenging. However, by anonymizing only a subset of 

QI characteristics, we reduce the need for extensive generali-

zation, lowering processing costs. This offers a significant 

opportunity for improving the anonymization process, espe-

cially with the growth of high-dimensional datasets. We 

conducted a comparative analysis (Table 7) between the ex-

isting UPA approach and our proposed method, visually rep-

resented in Figures 8 and 9. Our goal was to assess the pro-

posed system’s classification accuracy across different de-

grees of anonymization denoted by “k.” The results consist-

ently show that our method outperforms the current approach 

at every level of anonymization (Table 7), confirming its 

effectiveness in safeguarding sensitive data. 

 
Figure 8. C4.5 classifier. 
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Figure 9. Naive Bayes classifier. 

Regarding information loss, it measures the re- duction in 

valuable data during processing. In data anonymization, it 

specifically refers to the loss of original data values or char-

acteristics while preserving utility. Table 8 This entails as-

sessing the performance and efficacy of the current method-

ologies via the evaluation of quality metrics and datasets. 

When compared to the earlier strategies mentioned in the 

linked study, the current offered strategy produces better 

results. The suggested approach, which highlights its im-

proved performance, also exhibits lower information loss 

when compared to other strategies. In Figure 10, we illustrate 

the Age attribute’s unique values and their significance 

across various cluster sizes represented by k. Larger k values 

correspond to more clusters, resulting in a greater number of 

unique values, as seen with k=5. Conversely, when k=100, 

fewer clusters lead to fewer unique values. The Age attribute 

is considered vulnerable because knowledge of a patient’s 

age can potentially reveal other patient information, increas-

ing the risk of privacy breaches. To mitigate this risk, we 

propose identifying unique age values within specific groups 

and generalizing them to a range between the minimum and 

maximum values, excluding duplicates. This approach makes 

it harder to pinpoint individual identities within a group of 

identical age values. 

Table 7. Comparison of Classifications. 

Dataset Classification Algorithm Original Mondrian+WFS Proposed 

Pima diabetes C4.5 classifier 73.83 69.4 86.13 

Wisconsin cancer C4.5 classifier 93.41 96.0 95.0 

Pima diabetes Na¨ıve Bayes 76.32 76.56 83.16 

Wisconsin cancer Na¨ıve Bayes 97.36 95.90 97.85 

Table 8. Information Loss Comparison. 

Method Information Loss 

Onesimu et al ([19]) 1.9 

Li et al ([11]) 1.85 

Rodr´ıguez et al ([21]) 1.83 

Srijayanthi, Sethukarasi ([26]) 1.5 
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Method Information Loss 

Proposed 0.51 

 
Figure 10. feature attack. 

The significance values associated with different k values 

indicate vulnerable records that pose privacy risks. Future 

work will focus on reducing these vulnerabilities. 

6. Conclusion 

This study introduces a novel k-anonymity approach that re-

duces the number of traits through feature selection in clustering, 

maintaining privacy. We demonstrate its superiority over exist-

ing methods in terms of information loss, effectiveness, and 

scalability using real-world datasets. Our technique enhances 

classification, accuracy and privacy by selectively anonymizing 

quasi-attributes. Feature selection aids in preserving utility by 

preventing overgeneralization. We address challenges in safe-

guarding large datasets, emphasizing scalable privacy preserva-

tion in cloud systems. Our method prioritizes data privacy, min-

imizes data loss, and addresses attribute identification challeng-

es through entity linking and dependency parsing. Equivalence 

class sizes are assigned using statistical tables or knowledge 

bases. Our future work will refine these challenges and pave the 

way for further inquiries. We will explore improving clustering 

and feature selection techniques for diverse data types and com-

plexities, assess real-time processing applications, and investi-

gate scalability with large datasets. 

Abbreviations 

SU Symmetrical Uncertainty  

UPA Utility Preserved Anonymization 

KTFS Kendall’s Tau Based Feature Selection 

KTCC Kendall’s Tau Correlation Coefficient 

KL Kull back Liebler 
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