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Abstract: Assuming that the test is one of the main contents of the statistical inference, it is widely used, and almost all of the 

major fields use hypothesis test, a statistical idea, and in the process of hypothesis testing, we need to construct a reasonable test 

statistic. Therefore, based on the hypothesis test and the knowledge of the central limit theorem, we construct a new test statistic 

when the sample size is sufficiently large, This statistic makes the calculation of the original test problem easier. This paper 

verifies the rationality of this test statistic by an example. 
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1. Introduction 

One of the basic problems of mathematical statistics[1] is to 

take samples from the population to be observed or 

experimental, according to the limited information obtained 

on the whole to infer the problem, each inference must be 

accompanied by a certain probability to show the reliability of 

the inferred, This inference with a certain probability is called 

statistical inference, and one of the main aspects of statistical 

inference is the statistical hypothesis test. [1] Therefore, it is 

important to assume that the test is an important part of 

mathematical statistics, and that the test statistic is particularly 

important in this process. Hypothetical test [2] is the basic 

common statistical methods, it is an important teaching 

content in the course of "probability theory and mathematical 

statistics". Many domestic scholars on the hypothesis test 

conducted a more in-depth study, and achieved fruitful results. 

Yang Gang [3] first demonstrated the basic idea of hypothesis 

testing, then he given us a reasoning and derivation process for 

rejecting domain and accepted domain in the one sided test 

and two-sided test of Population parameter, and showing an 

application example. We know that the general steps of the 

hypothesis test [4] are: (1) according to practical problems to 

establish the original hypothesis and alternative hypothesis; (2) 

select the test statistic and give the denial domain; (3) select 

the significance level; (4) give the domain; (5) make 

judgments. Mao Shisong [5] puts forward the statistic 

u = √�����	
�
�
��	��

 for the large sample test construct in the course 

of "probability theory and mathematical statistics". The 

existing literature examines how to conduct hypothetical tests 

from different perspectives, making it easier for readers to 

accept and understand hypothesis testing. Therefore, this 

paper attempts to start from the large sample test [6], to 

provide a new test statistics, broaden the reader's vision. 

2. The Construction of Large Sample Test 

Statistic 

In actual use, if the sample size is large, People often use 

asymptotic normal [7] structural inspection statistics to obtain 

large sample tests. The general idea is as follows: suppose x�, …… , x�  is a sample from an population distribution F�x; 	θ�, and set the population mean is θ, the variance is a 

function of	θ,	denoted as	σ��θ�. For example: the distribution 

of two o'clock[8]
 b�1, ��, its variance σ��θ� = θ�1 − θ� is a 

function of the mean θ. 

We are looking for a large sample test for the following 

three types of hypothesis testing: (θ  is known in practical 

problems) 

I H :	θ ≤ θ 				$%					H�:	θ > θ  
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II H :	θ ≥ θ 				$%					H�:	θ < θ  

III H :	θ = θ 				$%						H�:	θ ≠ θ  

When the sample size n is sufficiently large, we know from 

the central limit theorem [9] that *̅~- N�θ, /��0�1 �. Therefore, If 

σ��θ�  is the monotonic non-decreasing function of θ , the 

following test statistic can be used when θ = θ , the 

following test statistic can be used 

u = √1�2̅�0
�
3/��0
� ~- N�0, 1�                  (1) 

It can be approximately determined rejection region. The 

rejection region for the above three types of test questions [10]
 

is 

W6 = 7u ≥ u��89, 
W66 = 7u ≤ u89, 

W666 = :|u| ≥ u��8 �⁄ =. 
The approximate p-value of the test can also be calculated, 

exactly the same as the single-sample normal population, as 

omitted here. Mao Shisong puts forward the statistic 

	u = √�����	
�
�
��	��

 for the large sample test construct in the course 

of "probability theory and mathematical statistics". Where �> 
is the maximum likelihood estimate [11] of θ. 

First, the rationality of the test statistic constructed in this 

paper is explained. Since the variance is a function of the mean 

value, the variance should be σ��� � when the mean is θ . 

Using the central limit theorem [9] and the relevant 

knowledge of the hypothesis test, we can see that the test 

statistic constructed in this paper is reasonable. 

Compared with the statistic u = √�����	
�
�
��	��

 proposed by Mao 

Zesong, the statistic u = √1�2̅�0
�
3/��0
�  has the advantage that the 

calculation can be simplified without the estimated value of 

the parameter θ and the monotonicity of σ��θ�  is easy to 

determine. 

All in all, the variance of the parameter itself is more 

reasonable and the calculation is more convenient than using 

the variance of the parameter estimation. 

3. Derivation Process 

For the type I hypothesis test, 
When θ = θ , it is easy to derive that the rejection region is 	W6 = 7u ≥ u��89, which is 

W6 = ?√n�x� − θ �
3σ��θ � ≥ u��8A. 

When 	θ < θ , it is known from the proof that if u ≥ u��8 

is satisfied, it is necessary to ensure that  

√�����	
�
3
��	� ≥ √�����	
�

3
��	
� , 

Which is σ��θ� ≤ σ��θ �, therefore it get evidence. 

For the type II hypothesis test, 

When θ = θ , it is easy to derive that the rejection region is W66 = 7u ≤ u89,  

which is 

W66 = C√�����	
�3
��	
� ≤ u8D. 
When 	θ > θ , it is known from the proof that if u ≤ u8 

is satisfied, it is necessary to ensure that 

√�����	
�
3
��	� ≤ √�����	
�

3
��	
� , 

Which is σ��θ� ≥ σ��θ �, therefore it get evidence. 

For the type III hypothesis test, 

When θ = θ , it is easy to derive that the rejection region is 

W666 = :|u| ≥ u��8 �⁄ =, which is 

	W666 = ?| √n�x� − θ �
3σ��θ � | ≥ u��8 �⁄ A. 

4. Example Analysis 

The following is a concrete example to illustrate the 

rationality of the test statistic 	u = √1�2̅�0
�
3/��0
�  constructed in 

this paper. 

Example: a construction company claims that its 

construction site under the average daily number of accidents 

does not exceed 0.6, now it is recorded under the command of 

the company's construction site 200 days of safe production, 

the number of accidents recorded as follows: 

Table 1. 200 days of construction site safety production. 

The number of accidents 

occurring one day 
0 1 2 3 4 5 ≥6 total 

Days 102 59 30 8 0 1 0 200 

Test the construction company's claim to be established 

(take α = 0.05). 

Solution: X to remember the construction site one day the 

number of accidents, it can be considered X~P�λ � , we 

should test the hypothesis which is: 

H : λ ≤ 0.6						vs								H�: λ > 0.6	 
Since n = 200 is large, a large sample test can be used. The 

mean and variance of the Poisson distribution are both λ , and 

the variance is the monotonic non-decreasing function of the 

mean. Calculate the mean 

	x� =  ×� �M�×NOM�×P MP×QMR× MN×�
�  = 0.74, meaning of the 

questions shows that λ =0.6 and the test statistic is 

u = √n�x� − λ�
√λ = √200�0.74 − 0.6�

√0.6 = 2.556 
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if α = 0.05, then	u .ON=1.645, reject domain is: 

W = 7u ≥ 1.6459 
Now u = 2.556 has fallen into the domain, so we refused 

the original hypothesis and think the construction company's 

claim was clearly not established. 

According to the method of Mao Shisong's version of the 

textbook, the test statistic is constructed 

u = √W�*̅ − X�
3XY  

then λ =0.6, according to the moment estimation λZ = x� =0.74, the test statistic is  

u = √200�0.74 − 0.6�
√0.74 = 2.302 

If α = 0.05, the same conclusion can be obtained as above. 

5. Conclusion  

It can be seen from the above analysis that the structure of 

the statistics in this paper allows us to get a new large sample 

test statistic, which does not need to calculate the maximum 

likelihood estimate of the parameter. By determining the 

monotonicity of the variance function, more directly to the 

rejection domain, making the hypothesis test becomes simple. 

At the same time to help you thoroughly understand the 

hypothesis test. In this paper, the binomial distribution is taken 

as an example to illustrate the rationality of the statistic 

structure. In addition, the construction of the statistic can be 

applied to the parameter checking of the Poisson distribution 

and so on. Since then, we will further study more convenient 

and simple statistics, broaden our horizons. 
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