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Abstract: Feature selection techniques to search for the relevant features that would have the greatest influence on the 

predictive accuracy have been modified and applied in this paper. Selection search iteratively evaluates a subset of the feature, 

then modifies the subset and evaluates if the new subset is an improvement over the previous. The performances of the developed 

models are tested with some classifiers based on the feature variables selected by the proposed approach and the effects of some 

important parameters on the overall classification accuracy are analysed. Experimental results showed that the proposed 

approach consistently improved the classification accuracy. The improved classification accuracies on the multi-fractal datasets 

are statistically significant when compared with the previous methods applied in our previous publications. The use of the feature 

selection search tool reduces the classification model complexity and produces a robust system with greater efficiency, and 

excellent results. The research results also prove that the number of growing trees and the threshold values could affect the 

classification accuracy. 

Keywords: Feature Selection, Multi-Fractal Descriptor, Classification Accuracy, Naïve Bayes, Bagged Decision Tree, 

Emphysema Patterns  

 

1. Introduction 

In machine learning, most classifier algorithms are 

presented with a set of training instances, where each instance, 

can be described as a feature vector or attribute values and a 

class label. For instance, in object recognition, the features 

might include the size, shape and height of the object, and the 

class label may be determined by different categories of this 

object. The first task is the selection of the appropriate 

classification algorithm that could be useful in classifying the 

feature sets. The classifier maps the space of feature values to 

the set of class values to formulate a predictive model [1-2]. 

The problem of the feature subset selection (FSS) in image 

classification of computed tomography (CT) images can be 

very challenging as there is need to select some important 

subset features upon which the algorithm can focus on. 

Selection of bad subsets features might eventually affect the 

performance accuracy of the classification system.  

The online emphysema database used for the experiments 

in this paper can be found in [3]. This database comprised of 

three different emphysema image classes: normal tissue (NT), 

centrilobular (CLE), and paraseptal (PSE). The previous paper 

by [4] proposed a multi-fractal based approach for the analysis 

and classification of emphysema images by extracting the 

self-similarity features of the images. In this technique, the 

Holder exponent for the power law approximation of intensity 

measures in pixel neighbourhoods has been used for the 

computation of multi-fractal spectrum for the classification of 

images [5-6]. Detailed analysis of the emphysema 

classification using the multi-fractal techniques can be found 

in [7-8]. There are four different multi-fractal intensity 

measures: the summation, maximum, Iso and inverse 

minimum, which can be used for the computation of the 

Holder exponent but only the summation measure is 

considered for the experimental analysis in this paper. 

The datasets used for the experiments in this paper are 

obtained from the multi-fractal and the alpha-histograms 
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descriptors using the summation intensity measures for the 

Holder exponent computation. Further information on the 

computational analysis of the multi-fractal and 

alpha-histogram can be found in [4, 7-8]. In this paper, the 

multi-fractal data sets are generated by dividing the Holder 

exponents of each pixel [α���	, α���]  of the emphysema 

image into 100 intervals and the corresponding fractal 

dimension of each pixel f�α�� is calculated with the α values 

within the range [α�	, α�
�]. �f�α��/	i = 0,1, …99�	values for 

each emphysema class are used as the feature vectors for the 

multi-fractal datasets using the summation measure. Similarly, 

the corresponding pixels count Pi with the alpha values within 

the range [α�	, α�
�] give the alpha-histogram, where �P�	/	i =

	0,1, … 99� are directly used as the feature vectors for the 

alpha–histograms datasets. However, each data set consists of 

100 feature values, but after removing the noisy outliers, only 

50 feature values are used for the experiments. 24 images were 

randomly selected from each emphysema class for the training 

of the classification system while 6 images were used for 

testing the accuracy of the system. Each data set generated 

from the images consists of 90 observations and 50 predictor 

variables, thus the dimensionality of the data is 90 x 50. 

The presence of too many feature variables may 

sometimes reduce the accuracy of the classification system as 

some features may be redundant and non-informative. In 

addition, processing a high dimensional data requires large 

memory and may reduce the computational speed. This paper 

proposes to apply the feature selection (FS) technique to 

improve the accuracy of the classification system in CT 

emphysema images. The main research question that would 

be taken into account is “How does the FS approach affect 

the performances of the descriptors?” 

2. Previous Work 

Different classification algorithms and techniques have 

been proposed and tested using various feature subsets. Some 

require extensive training while some need very little [5]. In 

the case of noisy data, different classifiers often provide 

different generalizations by using different decision 

boundaries. And different feature sets provide different 

representations of the input patterns containing different 

classified information of the input patterns [9-10]. Selecting 

the best classifier or the best feature sets is therefore very 

important as this may improve the performance of the 

classification models. This can be achieved by selecting a 

minimal set of features that has same or better predictive 

power as the original model. 

FS algorithms can be broadly divided into two categories: 

The filter and Wrapper based approaches. A good example of 

the filter approach is the Relief and Focus algorithms, the 

Relief algorithm ranks each feature in the data set by assigning 

weights while the Focus is always searching for the minimal 

set of features that may be useful in classification [1-2, 11]. 

Correlation FS as discussed in [1] can be used to evaluate the 

predictive power of each feature and the degree of redundancy 

between them by selecting those subsets of features with low 

level of inter-correlation.  

The Naive Baye (NB) determines the class of a particular 

vector in the data by calculating its posterior probability. The 

posterior probability can be calculated using the Bayes 

theorem [12-13]. For instance, the probability of class c given 

feature vector V can be mathematically represented as P (c/V), 

if V is a feature vector: f1, f2, f3,..., fn|f|, represented by the set 

of classes C = c1, c2,…, cn|c|. The posterior probability of the 

likelihood and the prior probabilities according to Bayes 

theorem are given as ����	|�� = ����/���	�	������ ����⁄ , 

where ��V/	���	is the likelihood and is the probability of the 

occurrence of vector V given class �� . ����� is called the 

prior probability and is the probability of class �� . The 

likelihood ���/��� = !���/"	�#	!��$/"�	# …#	!��%/"� , 

after calculating the probabilities for each class, the classifier 

would select the class with the highest probability [14-15]. 

Previous studies have shown that the performance of the 

classifier algorithms could be improved by using the FS [9].  

Diagnoses and treatment of most medical images can be 

very difficult due to the ever increasing volume of clinical 

cases processed by the radiologist. The manual collections of 

data are therefore subject to high error rates, imprecision and 

uncertainty [6, 16]. In the experiment conducted by [17], the 

authors discovered NB to be superior to other classifiers even 

on data sets with many feature dependencies. Many studies in 

the literature have successfully applied NB for solving 

different medical problems [15, 18-19]; the results showed 

that the NB outperformed other algorithms. NB had also 

shown excellent results even with small data sets as proved by 

[20-21] and it can also be used to circumvent the problems of 

over fitting during classification. 

The principal component analysis (PCA) is one of the 

methods that can be used for selecting features and reducing 

dimensionality [2, 6, 17]. In PCA, the data set is represented 

by a small number of uncorrelated features while retaining 

most of its information content. This can be done by removing 

correlated components that contribute only a small amount to 

the total variance in the data set. The methods of selecting 

relevant features using certain discriminating criteria could 

sometimes be achieved by the correlation coefficients like 

statistical tests such as t-test, F-test etc. [16]. In [22], the 

author proposed a minimum redundancy-maximum relevance 

criteria for FS and the results significantly improved the 

predictive power and generalization properties of the feature 

sets [23]. 

One of the approaches to dimensionality reductions is to 

transform a high dimensional feature space into a lower 

dimensional space [24-25] as this reduces the model 

complexities. In [26], the linear discriminant analysis (LDA) 

is combined with the PCA to obtain high discriminative 

patterns from a high dimensional feature space derived from 

the descriptors. The authors later applied Laplacian PCA 

(LPCA) to maximize the weighted local scatter instead of the 

global scatter of data as in the original PCA [26]. The results 

achieved significantly improved the classification accuracy. 

Support vector machines (SVMs) have demonstrated highly 

competitive performance in many real-world applications, 

such as bioinformatics, face recognition and image processing. 

In [2], SVM outperformed most of the previously proposed 
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methods in the diagnosis of cancer microarray data. The 

authors in [17] designed a biased maximum margin analysis 

and semi-supervised biased maximum margin analysis 

combined with the SVM to improve the performance of the 

traditional SVM as a relevant feedback for content based 

image retrieval (CBIR). In [14, 27], a novel algorithm for 

subspace learning technique was developed using SVM to 

exploit the user historical feedback log data for a CBIR.  

The classifier algorithm constructed by the bagged decision 

tree (BT) can be used to create a classification model in a form 

of decision trees for predicting the class labels of the unknown 

data represented in a form of a matrix. This matrix contains 

predictors or feature vectors that could be used in constructing 

an ensemble of classification trees that can be used for 

predictions. The process of training involves random selection 

of features as this technique increases the predictive power of 

the features by reducing the correlation between trees in the 

ensemble [15, 28]. Bootstrap aggregation as introduced by [6], 

is specifically based on constructing several training sets from 

the original set by resampling with replacement 

(bootstrapping) [23].  

Based on the information provided by the literature, the 

most appropriate FS algorithm for improving the 

classification system in this paper can be classified under the 

filter approach. Among all the classifiers, NB and BT have 

been selected since they both have better characteristic 

features than other classifiers in terms of searching for the 

useful features and high level of dimensionality reduction in a 

data set. 

Additionally, in this research, in order to select the most 

highly discriminating features from the feature vectors and 

the multi-fractal features, this paper proposes to calculate the 

column area under the curve (AUC) for all the features 

extracted and find the maximum mean AUC values for the 

best four columns in each data set. The four columns with the 

highest average AUC values would be selected as a four 

dimensional feature vector space for each data set during the 

classification process.  

3. Materials and Methods 

There are various types of features that can be extracted 

from the CT emphysema images for the multi-fractal 

analysis of emphysema patterns. In order to obtain feature 

descriptors with a very high discriminating power, this 

section considers the combinations of some of the important 

histogram features and the multi-fractal spectrum features 

for efficient classification of the emphysema patterns. The 

first histogram features are derived from the intensity 

histogram. An intensity histogram is a diagram in the form of 

a graph, plotting the number of pixels (fractional area) with a 

specific gray level versus the gray level value. It can be used 

for adjusting the brightness and contrast levels of the image. 

The shape of the histogram broadly describes the intensity 

distributions in the image. In some cases, a histogram may be 

scaled for adjusting the intensity levels or the contrast (e.g. 

histogram equalization). An example illustrating the 

intensity histogram of an emphysema CT image is presented 

in Figure 1.  

 

Figure 1. Intensity histogram of emphysema image. 

The useful features that can be derived from the intensity 

histogram are the minimum and maximum values on the 

x-axis, and the maximum of the histogram on the y-axis.  

3.1. Histograms of Emphysema Image  

An α image is a matrix of the same dimension M x N as the 

original image but filled with α-values, with one-one 

corresponding to image pixels. Further information on the 

computation of alpha image can be found in the previous work 

[4, 7-8, 30-31]. An alpha-histogram of an image is therefore 

constructed using the α (m, n) values of the image as the pixel 

intensity values. As an example, an alpha-histogram of an 

emphysema image class is presented in Figure 2. 

Alpha-histogram can also be used as a global descriptor of 

intensity values, just like the intensity histogram. 

 

Figure 2. Illustrating an example of alpha-histogram of emphysema image. 

The features derived from the alpha-histogram would also 

provide some local characteristics of the images. However, 
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multi-fractal spectrum provides several shapes that could give 

more useful information to describe the characteristic 

properties of the images than the alpha-histogram.  

 

Figure 3. Multi-fractal spectrum of an emphysema image sample.  

Multi-fractal spectrum contains additional global 

information derived from the statistical self-similarity 

properties of the image at various scales to provide a global 

descriptor of the images. It generally has a higher 

discriminating power compared to intensity and the 

alpha-histograms. Furthermore, it can also be observed from 

the analyses that the combination of the features extracted 

from the histograms and the multi-fractal spectrum could 

generate a descriptor with a better discriminating power. The 

multi-fractal spectrum of the same emphysema image used in 

Figure 2 is presented in Figure 3.  

There is the possibility of improving the classification 

accuracy of the emphysema images by cascading the results 

obtained from the alpha-histogram with the multi-fractal 

spectrum since the new descriptor will definitely provide 

solutions to some of the limitations of the alpha-histogram and 

the multi-fractal spectrum. The newly constructed descriptor 

would combine the characteristic features of the multi-fractal 

spectra and that of the histograms, which makes it more superior 

and discriminating for efficient and accurate classification. There 

are some features that are very useful in a multi-fractal spectrum 

but are lacking in the histograms and vice versa.  

3.2. Feature Selection Approach  

The system overview for the classification approach 

involving several stages is presented in Figure 4. The features 

extracted from the descriptors are used as the input features for 

the FS algorithm. The two popular classifiers used in this 

study are trained on the outputs obtained from the FS as 

presented in Figure 4.  

 

Figure 4. System overview of classification approach in emphysema images.  

FS is an important part of pre-processing data in machine 

learning as the selection of important features can make the 

training phase to be less time consuming. This can be done by 

reducing the dimensions of data and thereby making the 

classifier algorithms to operate faster [29]. FSS is a mapping 

from a m-dimensional feature space (input space) to 

n-dimensional feature space (output), which can be 

represented as follows: 

&'': )*+, → )*+%,                 (1) 

where m > n, R
rXm

 is the matrix of the original data set with r 

instances or observations, R
rXn

 is the reduced feature set 

containing r observations in the subset selection. It is also a 

technique of selecting only the predictor variables, that 

provide the best predictive power by simplifying and 

improving the model interpretation.  

Sequential forward selection (SFS) is used in this study to 

search for the relevant features that could yield optimum 

classification accuracy and increase the computational 

efficiency. SFS is one of the methods of selecting a subset of 
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features in a data set by sequentially selecting the features 

until there is no further improvement in prediction accuracy. 

The important stages of the SFS algorithm are shown in Figure 

5.  

Most selection search approaches iteratively evaluate a 

subset of features, then modifies the subset and evaluates if the 

new subset is an improvement over the previous. Evaluation 

of the subsets requires a scoring metric that grades a subset of 

features. In this study, a function handle is used to define a 

criterion to determine the relevant features to be selected. 

Dimensionality reduction is achieved by calculating an 

optimal subset of predictive features of the original data. The 

algorithm automatically stops when further selection of 

feature subset has no effect on the classification errors. 

 

Figure 5. Sequential forward selection method.  

4. Results and Discussion 

This section provides an outline of the experimental results 

obtained using images from the emphysema database [3], 

based on the implementation of the methods previously 

discussed. The feature vectors extracted from the multi-fractal 

spectra and the alpha-histograms have been used for 

classification and retrieving purposes. The histogram 

descriptors used for the classification experiment are 

constructed by dividing the range of α-values generated from 

the Holder exponent into 100 intervals. The alpha-histogram 

has been calculated for each alpha bin as the number of pixel 

counts with the α values within the α-range [α�	, α�
�]. The 

average of the alpha-histogram for four randomly selected 

images has been calculated and used as the feature vectors. In 

the classification process of the NB classifier, the holdout 

partition method has been applied to divide the observations 

into training sets and test sets.  

There is a scalar specifying the proportion of the number of 

observations to be randomly selected for validation. In order 

to achieve promising results since the accuracy of the 

classifiers depends on the training data; this scalar 

automatically selects 70 percent of the feature vectors for the 

training and 30 percent for testing. The performance of the 

classifiers is evaluated in the form of confusion matrix. A 

confusion matrix can be represented as a matrix M ∊ R
kXk

, a 

square matrix whose diagonal elements represents the actual 

classification accuracy where k is the number of classes in the 

data set. The classification error of the classifiers can be 

calculated as follows:  

Error = 1 – 
01�23�45�678�5�9�01���

87��45�678�5�9�01���
,         (2) 

where trace (.) is the sum of all the elements in the diagonal, 

and sum (.) is the sum of all the entries in the confusion matrix. 

The feature vectors from the data sets are also trained with the 

BT classifier and the performances of the classification 

algorithms are examined with different experimental settings. 

A dimensionality reduction step has been implemented due to 

the presence of large irrelevant features in the data sets. The 

classification results obtained before and after the feature 

reduction for the NB classifier are presented in Table 1 in the 

form of confusion matrices. 

The feature techniques reduced the feature variables in each 

data set to a set of feature variables with the highest 

discriminating power, such that the classifiers can be trained 

with the newly selected features by the SFS method. The 

performance of the classification system is measured by the 

classification accuracy generated by the confusion matrices.  

The results obtained by the SFS achieve better 

dimensionality reductions and increase in learning accuracy 

by simplifying the model complexity. In Table 1, the 

classification accuracy of the multi-fractal datasets using the 

NB algorithm, increases from 74.3% before the FS to 77.6% 

after the FS and in the alpha-histogram dataset, the accuracy 

increases from 74.6% before the FS to 80.3% after the FS. The 

summary of the classification results produced by the BT 

algorithm before and after the FS is shown in Table 2.  

Furthermore, the BT classifier outperformed the NB in 

multi-fractal datasets before and after the FS techniques, but 

the overall classification remains the same after the FS in the 

alpha-histogram data set.  

Table 1. Naïve Bayes (NB) classification results with and without feature reductions. 

 

Predicted 

Multifractal datasets Alpha_histogram datasets 

NB without SFS NB with SFS NB without SFS NB with SFS 

NT CLE PSE NT CLE PSE NT CLE PSE NT CLE PSE 

NT 73 18 9 73 18 9 91 0 9 91 9 0 

CLE 17 83 0 17 75 8 25 58 17 8 75 17 

PSE 8 25 67 8 9 83 17 8 75 25 0 75 
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The reason for the improvement in the performance of the 

algorithms after the FS in the data sets can be traced to the 

reduction in the complexity of the models, as complex 

models sometimes overfit the data and generate additional 

errors. Simplifying the complex models that would include 

the feature variables that are uncorrelated with one another 

would always reduce the computational complexity, which 

might increase the accuracy. The difference in classification 

accuracy between the NB classifier and the BT over the 

multi-fractal datasets is 5.7% after the FS, while in 

alpha-histogram datasets, the overall classification remains 

the same after the FS but slightly higher before the FS 

(Tables 1 and 2). 

Table 2. Bagged decision tree classification results with and without feature reductions. 

 

Predicted 

Multifractal datasets Alpha_histogram datasets 

NB without SFS NB with SFS NB without SFS NB with SFS 

NT CLE PSE NT CLE PSE NT CLE PSE NT CLE PSE 

NT 82 9 9 91 0 9 81 19 0 91 9 0 

CLE 8 75 17 25 67 8 0 75 25 0 75 25 

PSE 0 17 83 8 0 92 0 25 75 17 8 75 

 

The second approach is the concatenation of the relevant 

features obtained from the multi-fractal datasets and the 

alpha-histograms descriptors to generate new feature vectors. 

This is very easy since they both have the same number of 

rows and columns in dimension. Only the features selected by 

the FS technique have been used and the experimental results 

are presented in Table 3. The results in Table 3 reveal that this 

approach outperformed the results obtained in Tables 1 and 2. 

Significant improvements over the combined feature sets for 

the two classifier algorithms can be achieved after the FS. 

The difference in classification accuracy between the 

combined feature sets and the alpha-histogram datasets 

(Table 3) for the NB classifier is about 3%, while the  

accuracy over the multi-fractal datasets for the BT increases 

by 5.3% after the FS. 

Also in Table 3, the classification results of the combined 

features using the NB algorithm completely classified the 

normal emphysema images from the other pathological cases 

(CLE and PSE). The reasons for this improvement is due to the 

combination of the important feature variables with high 

discriminative power from both datasets since the irrelevant 

features have been filtered out by the FS methods. However, 

this approach consumes more processing time as the size of the 

dataset increases and thus reduces the computational speed.  

Table 3. Classification results with and without feature selections for combined features. 

 

Predicted 

Multifractal datasets Alpha_histogram datasets 

NB without SFS NB with SFS NB without SFS NB with SFS 

NT CLE PSE NT CLE PSE NT CLE PSE NT CLE PSE 

NT 100 0 0 91 9 0 91 0 9 82 9 9 

CLE 17 66 17 0 83 17 0 92 8 8 92 0 

PSE 17 8 75 17 8 75 8 17 75 0 8 92 

 

Furthermore, the pairwise t-test of the classification results 

before and after the feature selection were carried out in order 

to determine whether the differences in accuracy are 

statistically significant or not. The t-test results of the 

classification results of the combined features in Table 3 are 

shown in equation (3); h = 0 indicates a failure to reject the 

null hypothesis.  

h = 0, p-value = 0.7165, ci = -27.0733, 20.4067  (3) 

This means the improvement achieved in the classification 

results is not statistically significant even at the 5% significant 

level. The same procedures are repeated for the previous 

results in Tables 1 and 2 before and after the feature selection 

in the multi-fractal and alpha-histogram data sets; the statistical 

results showed that the increase in the classification accuracy 

is not statistically significant since it failed to reject the null 

hypothesis at the 5% significant level. Another evidence to 

prove the statistical results is that the probability of observing a 

value of the test statistic, as indicated by the p values, is far 

greater than the α-value of 0.05. Additionally, the 95% 

confidence interval on the mean of the difference does contain 

zero in all the results as can be seen in equation (3). These 

evidences are enough reasons to conclude that none of the 

classification results presented in this section is statistically 

significant at the α	= 0.05 significant level. 

An important parameter that can be used to evaluate the 

performance of the BT algorithm is the number of grown 

trees used in constructing the classification model. For the 

multi-fractal datasets, it can be observed in Figure 6a that, the 

BT performed well when the number of grown trees ranges 

from 37 to 49. In addition, the classification errors are at the 

minimum level and constantly stable (Figure 6a). The 

performances of the algorithm are not stable when the grown 

trees are less than 37 and hence generating more 

classification errors. However, for the alpha-histogram 

dataset (Figure 6b), the errors seem to be constant when the 
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number of grown trees ranges from 20 to 40, and the 

performance of the algorithm is consistent. In order to fully 

optimize the performance of the classifier, the number of 

grown trees used for both datasets is therefore 40.  

 

 

 

Figure 6. Illustrating the variations between the classification error and the 

grown trees for bagged decision. (a) Multi-fractal datasets (b) 

Alpha-histogram datasets. 

Ensemble of decision trees, particularly the BT has a way of 

estimating the predictor importance. Measure of importance 

for each predictor variable can be achieved by evaluating the 

effect on the classification margin if the values of the variable 

are permuted across the out-of-bag observations. 

In other words, permuting a particular feature variable may 

either increase or decrease the classification accuracy. Figure 

7 presents the results of the feature importance variables for 

the BT in each dataset. In the experiments, a threshold has 

been set to filter out those features whose ranking values are 

less than the required value; the features with the ranking 

values above this threshold value have been used for the 

classification process (Figure 7). In this case, the threshold 

has been reset to 0.42 in order to remove the unwanted 

features that could reduce the classification accuracy. The 

experimental results after removing the features below the 

threshold level as in Figure 7 reflect that the chosen features 

have greater predictive power than all features as the 

classification accuracy further increases in multi-fractal and 

alpha-histogram features.  

 

Multi-fractal Features 

 

Alpha-histogram Features 

Figure 7. Showing the ranking values of each feature variable in the 

datasets for multi-fractal and alpha-histogram features. 

This improvement in the classification accuracy indicates 

that many features in the datasets are highly correlated and 

many are not strongly relevant. The FS ignored this set of 

data and only trained with the important features that would 

have significant impact on the overall accuracy. 

The performances of different threshold levels are tested 

on the overall classification accuracies. It was verified 

experimentally that the larger the threshold value the more 

important the selected predictor variables (Figure 8). For 

instance, the threshold value of 0.42 over the combined 

feature sets gives the highest classification accuracy while 

the threshold value below this level reduces the classification 

accuracy (Figure 8).  

The reason is because, the smaller threshold values would 

allow more predictor variables that are not strongly relevant to 

be added to the selected variables trained with the classifier 

algorithms. This will eventually translate to a more complex 



 International Journal of Medical Imaging 2017; 5(6): 70-78 77 

 

model that could generate more classification errors and thus 

reduces the classification accuracy. However, further increase 

in the threshold values beyond 0.42 does not have any 

significant improvement in the accuracy. The plot of the test 

accuracy demonstrating the effect of the threshold level on the 

overall classification accuracy is presented in Figure 8.  

 

Figure 8. A graph of classification accuracy versus threshold level. Changes 

in the threshold level increase the accuracy until the peak value. 

5. Conclusion 

This paper has presented a novel approach for improving 

the classification accuracy of emphysema images by 

employing the FS techniques. The FS approach has been 

implemented to remove irrelevant features in the emphysema 

CT images. The two machine learning algorithms considered 

in this study; the NB and BT performed well on the datasets 

used. The results achieved by the classifiers are compared, the 

performance of the BT has been slightly better than the NB 

algorithms. 

The experimental results also confirmed that multi-fractal 

descriptors could be used for the analysis and classification of 

emphysema in CT images. The information from the 

alpha-histogram descriptors has been very useful as the 

combination of the relevant features in the form of hybrid for 

both descriptors improved the classification accuracy. During 

the implementation of the BT, some of the important 

parameters that could be used to evaluate the performance of 

the classification system are presented.  

The experimental results proved that the number of growing 

trees and the threshold values could affect the classification 

accuracy. Overall, the performance of the classifiers after FS 

has been consistently higher than the results without FS. 

Further research work might be to cascade the two classifier 

algorithms together over the combined feature sets or other 

medical data sets. This cascaded technique can be used to 

construct a new descriptor with a very powerful feature to 

improve the existing results. The performance of the 

classifiers can also be improved by parallelizing the 

algorithms using the GPU parallel computing as this might 

improve the computational efficiency. In the future, other 

classification approach such as the local binary patterns (LBP) 

could also be implemented for further analysis of the 

emphysema images, and the results will be evaluated against 

the multi-fractal analysis.  
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