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Abstract: This paper explored a novel method for strateginitoong of a power system to schematically monjtomwer
system variables that are sensitive to transiértis. characteristics of a fully developed transi@npower swing increase
frequency slip rates, generator pole slips, rotdrad-step etc. whose effects lead to loss of sgaaism of coherent generators
in a power system. When these occur, the resuténgedy could be load shedding schemes, genergipimig or controlled
islanding. Failure to achieve any of these mighiléo geographically extensive blackouts and/ordamage of auxiliary
power system equipment.This paper looked at theeWicka Monitoring \WWAM) principle, consisting of collection and pre-
processing of field data, using Phasor Measurerbimits (PMUS). A data mining exercise was performed purposimg t
identify strategic positions fdPMU placement using the Classification and Regressiers CART) algorithm. The logic of
CARTwas therefore also discussed.The proposition afegicPMU placement as implied by the Decision Tr&8) model
acknowledges that a feRMUsin the power system network are capable of achigVide Area ProtectioM/APfunctions.

K eywor ds. Wide Area Monitoring, Wide Area Protection, Out$tiep, Stability, Power Swing, Decision Tree

technologies to accomplish this, other power system
problems still re-surface calling upon more strimgactions
This research was motivated to explore the cajiasilof to be enforced_. The ide_a and need for Artificiatbliigence
autonomous systems and its adoption to power systefil) @nd machine learning processes appear toriiénsfly
protection functions. These can be adapted to Wicen Promising following evolving power system's dynamic
Monitoring Protection and ControM(AMPAQ of power behaviour, faced with various different abnormaétivhile at

networks with the help of Phasor Measurement Unit@ different state. This paper thus follows to dsscissues
(PMUS). influencing wide area monitoring to tactfully maimt power

system stability.

1. Introduction

The advent of Phasor Measurement UniRMs) having
microsecond accuracy, Phasor Data ConcentrafexC§
and fibre optic data link cables (with transmissgpeeds of 2 Alignment of Wide Area
up to 100 Terabits/second) as reported by [1], [2lhave
enabled the adoption of the automation conceptitédig M easurements
relays, pilot relay schemes and artificial intedlig systems)

to wide area power system protection. The aggregatil  ,n5\ysis involved assessing individual measuremehts.
these device functions enable data and decisionbeto specific local power system area. These were aedlys

quickly and easily transferred between databased aQccordingly to maintain the required local area nmair
substations. This enables the serving of thesestatlpns in operating condition. However, it has been establisthat

an unlimited resource in terms of geographical ldisgment power system abnormalities are a combination ofouar

and time. power system factors, aggregated from inter comaggower

Owing to the dynamic behaviour of power systemSgysiem areas and each being contingent, one ugoattier.
monitoring the grid to maintain its integrity hascome a day Having this thought, in order to curb power system

to day activity in power stations. Having advancetsen  gphormalities more accurately, power system wideaar

Conventional methods in performing power system
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measurements need to be captured for various azalydl
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centre. At these centres, management and functional

these measurements have to be aligned to a commapplications of these measurements are analysed and

reference for analysis. This process is computatipn
burdensome and vulnerable to erroneous calculatitins
these measurements were all aligned to a commernerefe

from their point of collection, then this burdendaerror

vulnerability would be reduced when all local measwents

are collected together in a common database andl fose
various functional analyses.

The convenience of Phasor Measurement Urisil)
eases this burden as it pre-processes (filterdrieiicnoise)
wide area field measurements and aligns them tonanon
time reference. The measurements are synchronigettieb
Global Positioning SystemGPS)to a common time and
therefore reliably used in the analyses of varigasver
system functions.

WAM is achieved through havirl@MUs placed optimally
to observe the network activities. Monitored ardétage and
current magnitudes and phasors as well as the dreyu
deviation from its nominal value. Optimal placensemtf
PMUs are described in papers [9], [10], [11], [12], [134],
[15], [16], [17], [18]. These placedPMUs collect
measurements at the bus at which they have beerdla
all incident lines that terminate at these bus whbePMU
have been placed. THeMU is also capable of obtaining
measurements of adjacent buses that are direatlyected to

the PMU bus through a line. The latter however depends on

the number of output channels that a particularufentured
PMU has. Thus, having a singleMU at an optimized
location in the electrical
measurements of the power system can be obtaires.is
wide area monitoring.

network, a wide area of

thereafter utilized. Such functions that will aldfect the
operation of this wide area are then referred twide area
protection & control.
A PMU dedicated to provide measurement data for
protection and control functions should be placedt® bus
bar incident to the area of interest as per coiweat
methods. In case of topology change causiRylU
inaccessibility to obtain or channel dat®MU and
transmission line redundancy is encouraged. DdsiRkIU
placement locations as recommended and secondjé&d, (]
for situational awareness and for protection fuori case
include at:
(i) Main generating plant/source and its subsidiary
sources (probably above 580V). PMUswill provide
data relevant for generator dynamics, synchroruipnati
and generator tripping & dispatch scheduling.
High-voltage transmission systems ( above RS$f)
including those wittHVDC stations FACTScontroller
installations, or large tap-changing and phaseisbif
transformers:PMUs in these locations give useful
data for voltage stability analysis (the analysighe
available transmission corridor), transmission cant
devices configurationrFACTS
(i) A major load centresPMUs can monitor the load
characteristics relevant for generator-load balagci
load-shedding schemes etc.

(iv) Pre-defined separation islands where the rateipf sl
between the two sources can be monitored.

System wide improvements by utilizing Synchrophasor

Measuring TechnologiesSMTg or PMUs [7] include the

(ii)

The obtained measurements are communicated toti@kcenavailability of real time measurement informatienperform

depository database and then to the power systamroto

Estimation of Phasors

PMU

.

the following (see Figure 1)
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(i) Schematic visualization of the power system’s Figure 2 represents the phasor locations from anmom
state/situational awareness reference of generator internal and terminal veltagnder

(i) Correct the conservative limits estimated (enhancedo-load conditions.
state estimation) during power system off-line At load conditions, the internal voltage angle dam
planning. calculated from the rotor positianand the calibration offset

(iii) Monitor marginal operating limits of the power ¥ since these parameters remain constant. Thus tianh
system and thus be able to design early warningoltage 8 would be calculated as the difference between the
systems in the event operating condition s becomsffset and the rotor angle. (1)

very critical

(iv) Data mining theSMT/PMUmeasurements enables the B=a-y 1)
design of adaptive protection and adaptive control ) )
systems The difference between the internal voltageand the

(v) Data patterns existing in phasor data concentratms terminal voltage gives the generator power angjfiégure 3
be used for benchmarking and validation of new
designed system models Y| rotor position

(vi) Pre-islanded portions of the network can be easily
monitored and thus improve the damping of integaare
oscillations and controlled islanding.

(vii) Forensic analysis of the causes of system failyre b
observing power system parameter behaviour before
and during fault periods.

Quasi — steady — state measurement fRWUSs provides

an almost real time data scheme for dynamic arslgsi
power systems. Phasor measurements give the mdgrofu
the internal voltage angle and the power angleeniegating Figure 3. Phasor Diagram at Load Conditions

units for computation of the rotor position. Thesgameters

of generating units don’'t change with generator rafen This paper specifically looks at variables that tgneught
unlike the direct-axis reactanc&, and quadratic-axis to compromise the stability of a power system, attributes
éhat have significant weight/influence to the diegisrules of

a developedT model in terms of power system stability and
electrical internal voltage and power angle ofdeeerator.  nrotection. Therefore, these candidate attributelgvant to

~ A PMU placed at a generator bus should thus measugger system protection (out-of-step relaying) w#l trained
internal and termln_al phase and currents voltag‘fa$he (supervised) by variables when the power system’s
generator; from which the power gnglgs are derivene generators go Out-of-Ste@ Q9. (If predictors characteristic
PMU should also have a rotor position |nd!cator. Alese cause anOOS the contributing attributes are classified as
parameters are synchronlzed to a common time rm‘ere_ unstable, otherwise stable). The single developesl gshould

The rotor position can be tracked by optical or neiy . L -

. , . be reliable in judgement of the stability statustleé power
means where a ‘shaft encoder’ or a cyclic synchueneave system

may be produced by making a provisional slot to ribier L . i
and these compared to the reference signal. Abagd-totor The DT model has implications on strategic Wide Area

angle a should equal zero, while voltage angles at termind\/lonitor_ing (\_A_/AMQ; the_s_plitting griterion of the optim&T
of generator should equal internal voltage angfeb®same model |dent|f|_es th_e critical positions f(ﬁ_rMU placement_s.
generator. From the reference signal, terminalagaltangle 1he hypothesis being tested therefore is that asfeategic

under no load is denotg®l. The offset between angles PMUs placed on the power system are capable of aclgevin

and Sis y and normally remains constant unless generatoygAPand enhance the stability of the power system. spiie

. e ) nodes of the optimaDT model also identify the critical
physical modification is performed (such as coiassembly). arameters/variables to monitor for power systearsstents.

Wide Area Monitoring WWAM) for Wide Area Protection
rolor pasition (WAP is achieved from synchronised wide area
S internal voltage measurements; through various field instrumentsh sas

terminal voltage PMUs Digital Fault RecordersDFRs) etc. which are all
. transmitted to a common central database. TV offer
Y N Situational AwarenessS@ on the operating states of the
¥ power system. ThePMU's data acquisition is timely,
ensuring time consciousness to the protection sehem
Synchronised measurements offer a more reliabla tat
power system analysis; as the signals are aligmed t

internal voltage

terminal voltage

reactance X, used in classical methods to compute th

.1.

0 X

Figure 2. PMU Phasor Diagram under No-Load Conditions
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common time reference, are time stampesiaccurate and
filtered from electrical noise.

The transmission of the measured field data isutino
various telecommunication channels such as coasbhle,
fibre optic cable, wireless modems, etc. The conioation
channel speed needs to match up the urgency déitiotion
to be executed in order to maintain the integrityhe power
system. For power swing mitigation using out-ofsstep or
block functions, the telecommunication of the syociized
wide area measurements needs to be faster thagritical
clearing time of the power system so that the posystem
can still be stable.

locations to a central analysis point. In the nkssical
supervisory control systems acquired data were unedst a
common reference wave signal using clocks syncheanto
Universal Time CoordinatedUTC). Time obtained from
UTC is through transmitters e.gDCF77 transmitter in
Frankfurt Germany, having accuracies of up to @
Greater accuracies of microsecond are obtainedatgflite
transmission from Global Positioning SystenGPQ.
Transmitted messages fro®PS at One Pulse per Second
(1PPS give calibrations for the beginning and the efthe
pulse for time alignment purposes of other anal@djgial
signals thus providing for synchronisation witfiC as the

WAMs use communication networks and devices t@ommon referencing time.

transmit analogue/digital data from dispersed ndtwo

Synchronized
Wide Area Measurements

Strategic PMU Placement

A 4

Artificial Intelligence Security
» (Decision Trees) for digital—»  Selectivity »  Stability
Relays Dependability
Successive developing Power
Swings —
(stable/unstable)
Type of Attribute >

Figure 4. Wide Area Synchronized Measurements

WAMPAC is an apprehension that mobilizes local area The remedial action taken by the out-of-step rédagither

measurements. These local measurements are syizeltton
aggregated and transmitted to various centres &iows
power system functions to maintain system integf&.
WAMPAC'smain building blocks are theMUs, phasor data
concentrators RDC9, application software S, and their
supporting communication networksSNs.

A. Strategic PMU Placement

SA of the power system is achieved throuMvu
placement. A placement to observe only critical pow
system parameters influencing the stability of evgrosystem
is being argued out. The identification of theseapseters
and therefore only monitoring or prioritizing thegariables
as important, influences the operation of the mtedimodel
(adaptiveOOSrelay) in making decisions.

B. Developing Power Swings

Identifying the different types of power swingslignces
the relay’s decisions to perform Remedial Actiorh&ues
(RAS) This is the action taken by the wide area praiact

to block a trip signal or to send a trip signalthe circuit
breaker(s). These are technically controlled istagnd
decisions referred to as Out-of-Step Blocki@p8 and Out-
of-Step Tripping OST) respectively. When a stable power
swing is detected, a block signal is sent but wareinstable
power swing is detected, a trip signal is senth® tircuit
breaker. Faults are instantaneous and last forra steort
time and therefore when the relay picks up a fsigihal, the
line experiencing the overcurrent should be isdlas soon
as this overcurrent is detected. Power swings enather
hand are relatively slower than faults and theeef&itould be
implemented considering a time delay. However, thise
delay should be less than the critical clearingetiof the
power system to avoid loss of synchronism and lialdtor
power swings, they last longer and therefore if piek-up
signal by a conventional distance relay is to dieetrip, the
same trip signal will be sent over and over urité power
swing clears. This results in cascading trips, aleshcing the

scheme to restore the power system back to its alormoad-generator equilibrium thereby causing theesysto lose

operating state or to maintain a good voltage [@dfaving
standardized electrical parameters in the powdesys

synchronism.
The fact that the relay continuously sends cascattip
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signals for the wrong type of power system abnoitgnal present various applications of tRMU to power systems,

(power swing) means that the relays have lost thedurity
characteristic. For the mitigation of power swingss out-
of-step function is implemented outside the thiothe of the
distance relay. If this function of the out-of-steplay
performs properly, the relay is said to have a gesldctivity.
That is the outer most zone of the distance reldlybe the
first zone to detect the power swing and will be finst zone
to act on it.

Upon classifying power swings, stable power swing
not be threatening to the power system. Attentias to be

with little found applications to power system pation
functions. Following this queue, the findings aiterature of
this research adds to bridge this gap on the ajuit of
PMUsto power system protection functions.

So to say, a full awareness of the potentiaPbfUs thus
needs to be unveiled and applied to power systermttifins
not limited to protection functions but to the eatpower
system functionality. This will revolutionise powskstem
device operation and application to control thustgation
functions. To this effect, the conventional Supsow

paid to both stable and unstable power swings, ghou Control and Data AcquisitionSCADA systems found in

unstable power swing effects are more detrimerdathe
power system. If these unstable power swings ditetde
sustain, the power system will be unstable and
synchronism.

Nonetheless, the if power swings develop succdgsire
after another, time consciousness to IWAP should be
considered for timely prediction, classificatiordamitigation
through the approprialRAS

C. Type of Attribute

The response characteristics of particular atteduto
various changes in the power system are differ@mh feach
other. Particular power system variables are mensisve &
vulnerable to transients than others. Thereforenitoong

current power system control centres are paving feayhe
Wide Area Measurement Protection and ContvdR(MPAQ

loggaradigm.

In the context of power swing mitigation to redute
consequence of having an out-of-step of generatibes,
traditional Out-of-Step @O9 relays are locally oriented.
They lack system wide awareness from the whole odtw
They therefore perform their actions based on tbisal
information, mainly from the generator source whichy are
protecting. The impact of this local dependency of
information could possibly lead to relay coordipati
complexities. This would be due to the fact thdteotrelays
would be similarly configured according to the infation

parameters that show a good response to an Ouepf-Sthey received from their respective local surrongdiThe

condition are crucial to detecting the stabilitatas of a
power system.

The bias to important variables will reduce the antoof
data size that updates the adaptive relay enabiisg

relays would thus not be aware of contingent oparatof

the entire network affecting their decision makfngctions.
The situation is that power system states contipual

change, leaving the power network vulnerable téapsk in

execution of RAS to be faster. Upon monitoring thesethe presence of various abnormalities. The dynanukthe

variables, the performance of detecting and mitigat
successive power swings is also enhanced.

D. Artificial Intelligence (Decision Trees) for Digl
Relays

Digital relays operate according to the orderedrilgm
installed in them. Because of the changing opegattates of
a power system, adaptive relaying through the adiomif Al
adjusts the relay’s security, selectivity or depshility to
achieve normal operating conditions of the powestey
[19].

3. Situational Awareness (SA)

fault nature is brought about by these changingsta hat is,
a particular fault magnitude is adverse to the posystem
when the power system is in an emergency state.s@he
fault magnitude is less harmful when the poweresysis in a
normal state. Having static settings of the traddil OOS
relay, faulty operations are bound to happen a©@8&relay
will not recognize the various changing power sysgtates.
To the above notion of situational awareness, tbderof
measurement, functionality and implementation RWIUs
have been discussed by [21], [22], [23], [24], [ZBhey give
further technical attributes on the capabilitiesRMUs In
the implementation process d®MUs for WAMs it is
however notable to have an optimal placement ifehtre

For wide area protection schemes, the correspondimgtwork has to be observed. The objective functébrihe

control devices need to be aware of what is hapgeini the
larger power system network. Decisions made based
information gathered from the entire power netwanx more
accurate, timely and relieve the control devicesnfiregular
adjusting and re-adjusting of various power
parameters to maintain normal
Therefore, the need for Wide Area MonitoringvVAM)
devices becomes a significant note in performingé\irea
Protection \WABP).

In tune to monitoring devices, the authors of refiee [20]
frontier research in Phasor Measurement URitd{s) They
provide the schematic design of fA®IU. In their paper, they

optimal placement is to observe the entire powewomrk
taving installed the least number PMU devices. Reasons
prompting optimal placement are for full networksebrance
and to reduce the capital costs involved duringipase and

systermmplementation oPMU and wide area monitoring devices.
operating conditiong?lacement techniques have been discussed in [i]],[L3],

[15], [9].

The significance of wide area monitoring for sitaaal
awareness therefore lies in providing system wigwailing
conditions through measurements. These measureraents
utiized to maintain system integrity through vaso
‘informed’ control actions. Power system operatars able
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to have a clear view of operating limits and therefmake
informed decisions on the whole power system nétwor
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retrieving relevant data that ti&MU cannot measure. This
also has a great value in revealing hidden failures

PMU implementations are evident in the North Easexperienced by th©OSrelays, though not all measurement

United States and
blackouts in 2003. Subsequently, the Eastern andtaffe
Interconnection Phasor Proje&lPP&WIPP respectively) in
the United States unraveled to curb the problerddpfoying
PMUs to monitor the system. In Europe, the Italian kéad
in 2003 resulted in a number &MU being deployed
throughout the continent presently. Researchers rang

Italian interconnected systenter af data is used for the prediction purpose.

When developing an intelligent decision model fbe t
purposes of power system protection, simulatioresdbat
reflect faulty scenarios should comprise a largejomity in
the hypothesis space/sample data set. These intduge
motor load models, network topology changes
(adding/tripping of power lines etc.) to tap begasurement

putting more emphasis on making use of the phasgets for a data mining exercise with an aim of edhg a

information to improve the system’s security antiatslity.
The success of these could fofdU deployment in power
system networks in the African continent as we]l [9
However, deployment
common to implementinfPMU projects include aligning
signals and time zones to the Global Positioningt&y

learning function/model representing various powgstem
parameter relations. The importance of this istlfier critical
learner of the model to acquaint itself with vasofault

challenges and consideratiorisvels at various power system states.

When relay threshold settings don’t seem to bet righif
nuisance tripping occurs after developing a decismdel it

(GPS or a common time referencing signal. Advancedould be probable that the number of simulationsirta

analytics are required to manage different graitidar of
real-time data received fromPMUs, Phasor Data
ConcentratorsRDC9 andSCADAsystems [14], [16].

4. Size and Type of Attributes/Variables
in Hypothesis Space

In selecting data to be trained from a data batsés i
important to have a bias to selecting attributeat thre
deemed to have weighty contribution to the problesmg
investigated. It is however assumed
information one has, the more likely the decisioodel will
be able to make accurate decisions [26]. With &trons of
digital systems taking long execution times for agé
database of measurements, slower response tinwuatiag
protection  auxiliaries  (circuit  breakers,
compensators etc.) to mitigate a fault or powerngsi
(lasting for periods between 3-40 cycles) it woubé

reasonable to employ strategies that would reddee t

amount/size of executable data by using only relevata
substantial enough to give reliable judgement. Toison of
reducing the hypothesis space or sample size is
suggested by the works of [27]. This therefore fedthe
investigation of finding out if a minimal number chra
specified type of electrical variables could bentifeed to
predict a power swing. Various studies like [28}&ahown
that accurate results are possible with a lesaaitig sample,
testing its accuracy on a larger set of databdsenmation.

It is notable and evident that most analysis erggmeise
pre-processed measurements (using adaptive filtéws)
reduce the noise ratio compared to the signal. &pgdso,
the collected measurements give a true represemtafithe
actual signal being produced by the power systesmeSof
these filters use the conventional Discrete Fourransform
(DFT), Fast Fourier TransfornFT) etc. while most recent
filters employ a combination of algorithms to stit the
measurement environment. Relay input data andadlifgitilt
recorder data could supplemeRMU measurements for

capacito

various contingencies and operating points was not
wholesome to cover all possible power system s@natto
properly train the data. The intensity of the siatigins
having various operating points greatly influenctdse
resulting decision rules. A significant simulati@xercise
would result in decision rules being sufficient egb to pose
as a blanket policy setting for power relays toigaite on all
other power system fault types.

Best practice in setting the hypothesis space rinihg
models involves partitioning the data into varieud-groups
and using each sub-group as a training sample ianthdy

that the mOrgs 5 testing sample. This is commonly referredsto-fold

test/train criterion. The refers to the number of partitions.
Authors in [29] suggest that training should be alon
continuously to improve the prediction accuracyist$hould
not be the case as regular training will deprive phedictive
'model its meaning of being adaptive. However, lipdaof

the decision models needs to be periodic. When pprma
topology change occurs (e.g. loss of line/geneyrathe
updating of the important variables should be done
immediately. This updating of data for developingwn
decision models is however influenced by the samgptate

algg input measurements and communication transnmssio

speeds. Considerable measure needs to be put when
matching/selecting communication channels for updat
decision models from remote databases.

Variables contributing highly in variable rankinghable
importance to performance of the model are chosen a
candidate attributes and only these are used byebision
model to develop a new decision model/learning tionc
Moreover, these are the only attributes updatec fitmal
decision model will therefore comprise classes lése
candidate attributes each indicating cut-off valeéseach
class. The representation of a pure class of at&ghwith
threshold limits of contents belonging to that watar class
is called a monograph. Each selected monograpleftdrer
identifies execution rules for the decision model.

The sample size and type of attributes in the sarsgt for
training are therefore important factors as theyagice
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execution speeds of the decision models [30]. Area Protection &ControlWAPQ function. Because of the
At this juncture, it is justifiable to perform ckiication wide geographic reach ofPMUs communications

methods of various electrical parameter chara¢iesisThus, infrastructure has to be invested on. The commtinica

the Decision Tree[dT) technique using the Classification andinfrastructures, integrated into the power systesingi

Regression TreesCART) is employed to perform this various standards have been viewed. Issues thotaght

classification. The aim would be to find out howclkea hamper PMU functions have been discussed;

variable responds to power system changes. Thioredhips noise/harmonics affecting frequency of measuredaisy

of most sensitive variables to a particular powgsteam latency affecting data frame size and rate of fralakvery,

disturbance are therefore able to be drawn froms thiand time synchronisation issues of signals to wariclocks

classification. These sensitive variables can thensolely e.g. Universal Time Coordinated TC).

used to detect when these particular disturbancesrdT

methods are also discussed in references [31], [28], [33], 5 M ethodol ogy

[34], [35], [36], [37], [38], [39], [40], [41], [4, [43].

DT is applicable to any data type/ data structurdarigaa The overview of obtaining the results of the shate
large set of input data and therefore suitable foplacementis as represented inFigure 5.
drawing/marking decision boundaries for data haverge The Wide Area MeasurementVAM) concept is achieved

dimensional spaces. Its major property involvesgifging when the aggregate or bulk of local area measuresnae
variables of same characteristics into classesmFioese aligned to a common reference point (synchroniaed)) used
classes, rules of the developed model are easilyedefrom  for analysis of power system inter-area operatimgddions.
a top-down ordered sequence traversing through eautide Area Protection WAP is achieved through the
terminal leaf node until the final (independent iable) utilization of these synchronize@iVAMs to mitigate the
terminal node infers a decision. The trainingDofis can be spread the propagation of power system abnormmlitieo
done in both on-line and off-line modes thus emaptheDT  the adjacent inter-area and subsequently to thieeamdtwork.
model to be updated through whichever means.

PMUs aid in enhancing the protection function by
providing timely and accurate wide area measuresNemt | guusion sy Mﬂf’tineleﬂmingj> Synthetic

real-time protection schemes. All these wide ar@adf | Simudaion resuis i M
measurements are aligned by B®Sto a clock common Data Baso/Duta Comcentrator

time reference i.eUTC at 1PPS This 1PPS functionality

enables thePMU measured signals to be time stamped, Figure 5. Machine Learning Framework

enabling real-time monitoring & control of the pavaystem ) B )

as well as performing post-mortem analyses. Transient stability analysis was performed onlBBE 39

The standardisation of synchronised measuremests aPUs test system DIgSILENT ®and the learning sample data

improves measurement accuracy by ensuring comfitibi Was extracted using virtual_ . instrume_nts gvailable i
of:- devices, transmission protocol, and data fasmdarious D!9SILENT ®platform. The Critical Clearing TimeCCT)

synchrophasor standards have been listed. The atétim criterion was used to determine the stability eadae of the
benefit of a synchrophasor standardisation is higRyStem when it was subjected to transients; orerattow

measurement accuracVE confined to 1%. This translates 'ON9 the system would be able to withstand a posystem

to a time accuracy ofisand a phase error of 0.022r a 50 abnormality without losing stability. The learnirgample
Hz or 0.016% for a 60 Hz power system. from thePMU measurement data was organized and stored in

The WAM architecture as discussed with respect to Wid@ data base iicrosoft Excel® 2010

Successive Power Swings
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Figure 6. Simulation Responses of Successive Swings
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Rotor Angle Slip (Degrees) w.r.t Reference Machine
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Figure 7. Rotor Angle Slip from Reference Machine
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Figure 8. Generator Speed Deviations

The CARTanalysis andT model design was done using (i) The load phasor voltage angle should not advaree th

Salford Predictive Modeller-CART® v6trial licence. generator phasor voltage angle by 4 pole slips

Growing of the tree was done through the Gini 8ptit (iii) The frequency deviation from the nominal frequency

criterion. of the reference machine should not be greater than
The aim of the transient stability simulation wasnduce +1%

power disturbances/swings at the critical load r@sntto (iv) Loss of synchronism/Out-of-Step of a generator.

create a generator-load imbalance. This was dotie the The DT using the CART technique was developed as

power system was observed to be transiently urestabl follows: _
graphical representation of one of the simulatiesponses is () The learning samplé was arranged as amxn+1 ;

represented as in Figure 6, Figure 7 and in Figur&he where M = number of variable cases andl =
transient stability was bounded by a combination toé number of attributes + actual/known output from
critical clearing time , frequency deviation fronominal, simulation. Because of space limitations, the le@yn
voltage phasor angle deviation from the refereneehime sample could not be appended.

and generator out-of-step. (i) From the learning sample , the minimum number of

(i) The voltage profile should be within 0.95-1.05 p.u.
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elementd),;, to make up a terminal node was set as n, (C;) = the actual number of cases of cl&s

1. In this training, theDT model was proposed to be t
grown until its maximal i.e. having only one case i
the final terminal node.

(i) Attributes were sorted in order to initialize sty
points

a) From the set of attributes'\:{al,az,,..,an}

learning sampld. , an attribuéé]A was selected. If
a is numeric, then splitting value is at the midpah
adjacent measurements i.e.

in the

X \k+1)-x,(k
Sa(k)=M (2)
2
Where
x, (k) = variables of attribute a having values 1...m
b) Define @ as a categorical variable of sets

sa:{sl,sz,_,,sn}. If @ is categorical, the possible

splitting points fall within the range of availatdets of
that particular attribute.

(i) The impurity reduction level was computed,
achieved by the improvement from (3).
Ai(s,t) =i(t) —[p, [i(t,) +pgli(te)] (3)
Where

a) it) = Gini indexi(t):l_ilﬁ(cj‘t) . TheGini index
i

computes the impurity levels at both subdgts  &pd

as (4).
.=l
n(t) @
P = n(tR)
()
Where

n(t) = the total number of vector measurements at riode
n(t,)andn(t,) = total number of vectors falling into the

left and right subsets respectively
p(Cj\t) = estimated possibility that a case falls in néde

and belongs to cIa@j

()

Where
b) p(Cj,t) = re-substitution estimator of the probability

that a case falls in node and belongs to C@§s

nt(Cj)

p(Cj’t): ﬂ(CJ)Bﬁ(C_J

(6)

Where

impurity for division of a parent node

89

at node

n(cj) = the total number of cases that belong to c@ss
n(C,-) = Prior probability provided by the trainer of the

data

()

c) p(t) = estimator of the possibility that a case fafls i
nodet

p(t) =jZ olc,) )

(i)  After improvement of each attribute was computed,
a variable ranking of all attributes was performed.
The measure of importance of a variale in
relation to the final treel  is the weighted sum
across all splits in the tree of improvements tKat
has when it is used as a surrogate.

a) The measure of importance of a variable was expdess

asM ()= 2 81(S.)

Where

M(x) = Measure of importance of a variab¥e in relation

to the final treeT

maximal decrease in node

into chiltbdedC)

21(S,.t) = maxaic, (1) =

andC2 guided by surrogate splié(

b) The variable importanci(x) oK is expressed in

terms of a normalised quantity relative to the atle
having the largest measure of importance. This was
calculated as (9).

M (x)

M ()

(i) Using the Gini purity index, the root node was
identified and selected; node having the greatest
variance hence highest Gini impurity value.

On the root node, the splitting points for the
resulting child nodes were located. Split was
determined from a set of all possible splittingntsi
amongst all the attribute/variables. For each tamjt

value SLIS, at a particular node , the root node

was we partitioned into separate subdgts  tand

forming the left and right child nodes respectively
a) For numerical variables, then

tL={x, (k)if x,(k)<s}
tR={x,(k)if x,(k)>s}

x100

Vi(x)= ©)

(iv)

(10)

b) For categorical variables, (have finite sets) then
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_ N, (t) = number of clas$ in node
tL={x(K)if x,(k)=s} (vili) Each of the remaining predictor’s best split points
R={x (K)if x_(k) %5} (11) I iy

were defined using the Gini split criterion. Thexhe

(v) The next step involved finding the optimal split splitting point of the subsequent node that
S,.ima OVEr all possible splitting valuesOS, maximizes the splitting criterion was selected and
optimal

_ ) e steps (viii) through (ix) were repeated.
amongst all attribute®LJA  until no more splitting  (viii) If the stopping rules had not been satisfied, steps

can be achieved. For Gini splitting, we recall the (viii) through (x) were repeated, otherwise process
Gini Index for node purity as (13). stopped.
GINIy,,{Nodg=1->"[p(j)] (12) 5.1 V-fold Cross Validation
\n ‘ Testing of the decision tree model is performedragahe
GINIspIit(S): z %INI(Ni) (13) Wwhole learning sample. 10-fold cross validationhtegue
iOvalues(s) \n\ was employed. 10-fold cross validation was perfalng
dividing the learning sample into ten portions. Tdexision
Where _ tree rules are tested using only one portion (16fGhe ten
N, = Number of cases at node portions at a time. The remaining nine portionsL@d/are
N = Number of cases at node then used to grow another tree and the error fatkeofirst
GINI(Ni) = the Gini Index of each node @nd second tre_es are computed. This is repeatdde_mhir_wg
o of the model is done on all ten strata of the parned
GININode(NOdé:]'_Z[p(J) learning sample. This was diagrammatically represkms
Figure 9

G (=" ()« L) (19 _
L e s Tl e o L]
A A

(vi) A classification decision was made from terminal Test Leam

nodes. A node was classified in class if
SUMING Ny nesor 0 [T BT EE
i j . :

Learn Test Leamn

ETC...

Where : _ S—
C(j\i) = cost of classifying a$ q“

Leam Test

n(i) = prior probability ofi

Figure9. 10-fold cross validation (Adopted from [65])

N; = number of class in dataset

10-fold cross validation was used because of itausb

learning and testing technique; it tests the desitiee model Setf3, =0
eleven times. The reliability of each sample wél ineasured
by a misclassification rate given by t@ni Index This is B, =\a.a,
defined byi(t) in (16). B, =Jaa, 17)
J .
i(t)=1-> P*(C |t 16 :
O=1-2PCP ) s =
Bo=c
Where
P(C,|t) = the probability that a scenario belongs to class Complexity paramete3 with smallest risk is selected as
C. given that it falls intd the optimal pruned tree. (For a reliable decisiceet the
] .

o ) ] complexity parameter should be as low as possible.)
The cross-validation gives a best fit for the vabfethe

cost complexityr . This is was represented as (17)
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Set Learning Sampler x (1 +1)

4

| Set Priors & Initializations |

!

Sort Attributes to Initalize Splitting
A={a,a,...a,}

y

Calculate improvement
Ai(s,0)=i(0)=[p,, - i(t;) +ppei(tp)]

!

Perform a variable ranking of all attributes
M(x)= Y AI(S,.1) vi(x)= M) 100

el v M (xnm )

Y

From all attributes use Gini
Index to find Root Node

i(/):l—i[’z(('/p)

Gini Split for Root Node
iL="{x, (k)if x, (k) <s, }
R =1{x, (K)if x,(k)>s5,}

A

Compute Impurity at each child nod|

Increase Class Index by 1

A4
No For the next ranked variable, calculafe
Sopumat OVET all split valuess € S, an
Make a classification Decision amongst all attributes € 4

UiV N,

Ny ] _n ﬂ
l i‘j (,/)N/(I) N, GIN]\,W(S)* " (N)+ " (V)

l

Has stopping criterion
been satisfied?

Figure 10. Decision Tree Growing Algorithm (Courtesy of [4#5], [46])
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. variables. Although the relative error of the o@InDT
6. Results & AnaIyS|s model increases from 0.000 to 0.003, the miscliaasibn

The hypothesis being presented here is that steadgu ~ €Or of cases is less than 0.1%. Though this érarinimal,
placements would be sufficient to monitor an enfimver terminal nodes of a pure classification are setedte the
system network for the purpose of Wide Area Pridec prediction. This is to ensure that the misclasstfan error
Control WAPQ. The split nodes of th®T model identify doesn'thave a role in the prediction of the poswings.

the important variables that predict a power swiFtierefore, ~ According to the splitters presented igure 11 optimal
placement would be towards monitoring these Sﬂeciﬁplacement oPMUs for the purpose of Wide Area Protection

important variables. The primary splitters prestie best & Control WAPQ would be on buses 16, 22, 23, 31 and 35.
PMU placement location while the surrogate splitteesspnt  Placement on these buses would monitor bus paresreate
the second best alternative. The latter is so kmcabe NCidentlines terminating on these buses. ER¥ lines 6-22,
surrogate  splitters  imitate  the primary  splitter’s’-23, 10-31 and 2-35 link the generators 6, 7, 00 2

characteristics. Moreover, since surrogate spiitteandle '€SPectively. Therefore, these 5 buses are thecarit

missing data, in application to a power networkytheuld observation points for monitoring dgveloping tramss in .
thus make a provision faPMU placements with topology the IEEE 39bus system as tabulated inTable 1. The electrical

change (line/generator outage) considerations. parameters to be monitored as represented by titeeisp

The execution time of the maxim&T model was 0.1 Nodes in Figure 1lare generator rotor angles, gérespeed
seconds. Though this is desirable, lesser execuiipe deviation, voltage phasor angle, positive sequengeent
would be more efficient. Thus the need for pruniaghave Magnitude and the active & reactive current magieit
an optimalDT model would reduce this execution time. This! erefore, only these aforementioned parameters el
is because the optimal tree has fewer nodes argbrlesUPdated in th®T model.

|-;a_;-:=r-:=;_.a.x5_z_';.-:r_r.:w:—rxz_ ANG_DE;

L15_16_CLRRENT_AG_N A

23 CLURRBNT MAG_IN KA

Figure 11. Optimal DT Tree Splitters

Table 1.Strategic PMU Placement Positions on the IEEE 38 Bystem

PMU Placement Bus Number Incident Lines EHV Line Generator L oad Bus

16 16-15, 16-17, 16-21 and 16-24 Nil Nil 15, 16, 21 and 24
22 22-6, 22-21 and 22-23 22-6 6 21 and 23

23 23-7, 23-22 and 23-24 23-7 7 23

31 31-10, 31-25, 31-32 and 31-39 31-10 10 25, 31 and 39

35 35-2, 35-13, 35-34 and 35-36 35-2 2 36

However, the disadvantage emanating from th®MU data for the purposes of a data mining exercighah
aforementioned limitation is that in case a trassion line the PMUs will provide a comprehensive acquisition of
of the important splitter variable is tripped, AU would  synchronized wide area  phasor measurements.
not have information about this line. Because ofs th Geographically dispersed local measurements ofptheer
tripping/removal of a critical line is a major clggnin the system are synchronized to a common time referamoke
network’s topology, updating of tHeT model may fail. The transmitted to a central processing unit in thetrmbrcentre.
performance accuracy of identifying the splittingerion for The PMU measurements are alsas accurate, therefore
stability enhancement after training and testingrewe more reliable data for various analyses.
presented in Table 1.

Therefore, this paper demonstrated the capabildied 7 Conclusion
gratification of synchronized phasor measurementsng
PMUsg) in power system Wide Area Monitoring Protection The theory behind Wide Area Monitoring Protectiarda
and Control WAMPAQ. It brings forth the relative worth of Control WAMPAQ was brought into concept. Wide Area
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Monitoring (WAM) forms the basis of the Wide Area
Protection & Control. Synchronized wide area measents
enhance the integrity of measurement data for vargower
system analyses. The Phasor Measurement BMU) was
advocated for in this paper for the purpose®diMs This is
because of its effortless capabilities in synchrimigy wide
area measurements, high measurement sensitiviys (
accurate), high sampling rate, time stamping aedittering
of electrical noise capabilities.

The utility of the PMUs in a data mining is therefore
realised through its high sampling rate gusl calibnaof
measurement data. Strategic placemenPiliUs therefore
achievesWAM for quasi or real-time analyses of the powe
system’s functions.

The applications of data mining techniques are anepl,
where power system analysers will be able to reati®
benefits of learning from past recorded data arateflore
adopt this method in discovering meaningful infotioa
from their archives of recorded data. A more megfiin
relationship of events can be traced from a lasg¢rof data,
portraying relationships of outcomes of events.

Noteworthy is that some power system variables vhie
thought to be major contributing factors to detagtia
particular power system event may not unfold tosbeDT
models are able to show the ranking of variousaldes.
This focuses the attention of protection enginesis power
system operators to these attributes and scerambthereby
helps to develop efficient and effective solutions.

The contribution of this paper is that it provided
methodology for identifying strategic placementdtions for
WAM devices for the purpose of designing\@&\P scheme.
The placements strategies to enhance power sysadmitity,
monitoring a few identified important variables thaill
predict a power swing.
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