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Abstract: Power system state estimation is the process of computing a reliable estimate of the system state vector composed 

of bus voltages’ magnitudes and angles from telemetered measurements on the system. This estimate of the state vector 

provides the description of the system necessary for operation, security monitoring and control. Many methods are described in 

literature for solving the state estimation problem, the most important of which are the classical weighted least squares and the 

non-quadratic method. However, both showed drawbacks when it comes to application to large-scale power system networks. 

In this paper, a new method in the name of decomposition-coordination approach using the weighted least squares is 

introduced in solving the large-scale power system state estimation problem. The estimation criterion is reformulated; voltage 

measurement, real and reactive power injections, real and reactive power flows, and real and reactive power flows in tie-line 

models of a decomposed system are developed. Two level structure of solving the estimation problem is introduced. The first 

level solves the sub-problem using gradient procedure methods while the second level determines the interconnection variables 

using predictive method. The positive characteristic of the method is that the coordinator has little work of predicting 

interconnection variables instead of solving the state estimation problem. The method can be used to solve a multi-area state 

estimation using parallel or distributed processing architectures. 

Keywords: Power Systems, Modelling of Measurement Data, State Estimation, Decomposition-Coordination Method, 

Algorithm 

 

1. Introduction 

The heart of the data processing activities at electrical 

utility central dispatch centre (CDC) is the power system 

state estimator using both real-time measurements and 

historical database. The state estimator detects and identifies 

errors in the measurements and computes an optimal estimate 

of the system state vector of bus voltages’ magnitudes and 

angles. This optimal estimate is then used by the security 

monitoring, operation and control functions [1-5]. The state 

estimation process is based on a statistical criterion that 

estimates the true value of the state vector of the system to 

minimize the selected criterion [6-8]. 

The most common and familiar criterion used in power 

industry is the weighted least square method where the 

objective function is to minimize the sum of the squares of 

the difference between each measured value and the true 

estimated value with each squared difference divided or 

weighted by the variance of meter error[9-10]. 

State estimation can eliminate the effect of bad data [12] 

and allow the temporary loss of measurements without 

significant affecting the quality of the estimated values. It is 

used to filter redundant data, eliminate incorrect 

measurements, it allows determination of the power flows in 

part of the network that are not directly metered and it can 

produce reliable state estimate 

Nowadays, system networks are becoming more and more 

complicated. In this aspect monitoring and control of these 

networks feel the necessity of having robust and scalable 

methods for state estimation that maintain performance of 

large-scale systems. Recently, there has been increasing 

interest in improving various types of state estimation 

algorithms used in the industry [11] to make them applicable 

in the ever expanding systems. These improved state 
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estimation algorithms have been implemented in various 

power system central dispatch centres using a centralized 

estimation algorithm. In this set ups measurements from all 

sensors are sent to a central estimation unit where the state of 

the whole system is estimated. Centralized processing has 

posed challenges such as problems relating to 

communication between the sensors and the central 

estimation unit and processing facility (computer) memory 

limits. These challenge motivated researchers to move 

toward finding effective, robust and reliable techniques of 

processing state estimation of large-scale power system 

networks. 

There are two approaches to carry out large-scale power 

system state estimation. First is to decompose the system into 

sub-systems and model the neighboring utilities in detail and 

accurately in one’s own state estimator. Second, is to obtain 

the state estimation output from each sub-system and convert 

them into global estimation; this set up is known as 

hierarchical state estimation. 

Hierarchical method has been investigated in the past with 

the aim of reducing computation time, memory requirements 

and amount of data exchange between sub-systems. Van-

Cutsem et al. [12-14] proposed a two-level state estimation 

algorithm by dividing the system into known overlapping 

sub-systems which are connected by tie-lines. In the first 

level each sub-system performs state estimation 

independently with respect to data and information available 

in the sub-system. In the second level, the boundary bus 

states are re-estimated and all voltage angles are coordinated 

to a global reference. 

In [15] a two-level state estimator for multi-area 

interconnected system is proposed. In the first level of the 

algorithm, each area runs their own state estimator using 

measurements from its own area. In the second level of the 

algorithm, the central coordinator collects the state estimation 

from each area and coordinates them to get the multi-area 

state estimation with respect to global reference. In this way 

the coordinator can use the measurements available from the 

boundary network such as tie-line power flows, boundary bus 

injections, boundary bus voltage etc. The coordinator can 

also use the boundary bus state available from each area state 

estimators as pseudo measurements to increase the 

redundancy. 

Aguado et al. [16] addressed power system state 

estimation problem using decomposition-coordination 

techniques. The whole system network is divided into 

geographical areas. Then, for each area, an area power 

system state estimation problem is formulated. The global 

optimum of the overall system is obtained by iteratively 

coordinating the solution of area state estimation sub-

problems. By using decomposition-coordination techniques, 

the integrated optimum solution can be achieved by only 

sharing a reduced amount of information of tie-lines. The 

techniques can be applied within a utility with a transmission 

network spanning over different regions, in such a set up 

every region dispatch centre perform a state estimation 

algorithm in coordination with neighboring dispatch centre. 

In case of a large-scale power system networks where 

computation is a concern, a distributed implementation can 

be an alternative to save computation time by simultaneously 

running many power system state estimation algorithm. 

Interesting is the work by Aguado et al. [16]. However, the 

work presented in this paper is different in implementation of 

decomposition-coordination method. In this paper, 

decomposition process is implemented using bus admittance 

matrix of a power system network instead of geographical 

areas. In this way the sub-matrices obtained after 

decomposition represent sub-systems; in case of power 

system state estimation they represent sub-problems. Then 

measurement model for voltage magnitude, real and reactive 

power injections, real and reactive power flows and real and 

reactive power flows in tie-lines are developed. The state 

estimation problem is solved using a two-level structure 

under decomposition-coordination principle proposed in [17]. 

Advantages of the method is that there is no need of re-

estimating the boundary bus states; these are included in the 

real and reactive power injection model, also the method 

reduces the coordinators work to just calculating of sub-

system interconnection variables by using prediction method 

and sent these variables to the first level to be used as 

measurements in computing sub-system state estimation. 

The paper is organized as follows. Section 2 describes 

problem formulation of the state estimation problem. Section 

3 presents state estimation solution problem formulation and 

solution under two-level structures. Section 4 presents first 

and second level algorithms. Section 5 Discusses positive 

characteristic of the proposed method and its advantages in 

solving power system state estimation problem. Section 6 

concludes the paper. 

2. Problem Formulation 

The power system state estimator processes real-time 

redundant telemetered from substations and pseudo 

measurements to provide a complete, coherent and reliable 

system database, which can describe the current electrical 

state of the system network [18-19]. The measurements, 

which include voltage magnitudes, real and reactive power 

injections and real and reactive line power flows are 

measured from the network at a certain moment, thus getting 

an estimate for respective state vector i.e. vector of voltages’ 

magnitude and angles on different buses [20]. 

Consider an interconnected system decomposed into NS 

sub-system shown in Figure 1. Individual sub-system is 

connected to each sub-system through the tie-line network 

(Figure 2). The buses in each sub-system can be categorized 

as internal buses, internal boundary buses and external 

boundary buses. 
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Figure 1. System Decomposed model structure 

 

Figure 2. Tie-lines connecting sub-systems 

The weighted least squares (WLS) is used in this paper, in 

this way it is considered that the criterion is a sum of sub-

criterion determined for every one of the sub-systems. In the 

common case, the criterion is written as follows: 
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Equation (1) can be written in short form as: 
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Where 

NS is the number of sub-systems. 
flow
Qk

flow
Pk

inj
Qk

inj
PkVk MMMMM ,,,,, ,,,, , are the dimension of the 

corresponding measured variables. The type and number of 

measurements for different sub-systems can be different. The 

simplified criterion used in this paper is given by: 
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Where σ is the standard deviation, :,
meas

kV  is the measured 

quantity, :,
est

kV  is the estimated quantity (calculated) 
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2.1. Measurement Model 

The global data measurement model is given by  

( ) ε+= xhz                                (4) 

Where :ε  is the measurement error. 

The model has 4 parts determined by the type of 

measurements. When the power system is considered to be 

used for decomposed solution of state estimation problem, 

these 4 parts of the measurement model can be determined in 

different ways. 

2.1.1. Voltage Magnitude Data Model 

Voltage magnitude measurement model is for the whole 

system and is given by: 

VzV =                                     (5) 

Where 

N

Vz ℜ∈  

N: is the number of model buses. 

Decomposition of this model is direct and is determined by 

the selected number of buses in every sub-system. The ith 

sub-system model can be written as: 

in
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:in is the number of buses in the ith sub-system 

2.1.2. Real and Reactive Power Injection Data Model 

The real and reactive power injection data model for the 

whole power system is decomposed in [21]. The obtained 

sub-system model is characterized with local for the sub-

system state variables and with disturbance input from other 

sub-system and is given by: 
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The type and number of measurements in every sub-

system can be different and independent. In the common case 

the injection data model can be written in matrix form as: 
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Eqns (10) and (11) can be written in the notation of data 

model as: 

( ) injiinjiiiinjiinji yVhz ,,,, εδ ++∠=             (13) 

Where 

( ) iinjiiiinji VGVh ,, =∠δ                        (14) 
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The dimension of the vectors in Eqn (10) and the matrices 

have the maximal possible value but the number of 

measurements can be different. For every of the sub-

problems a local voltage angle reference bus has to be 

introduced. In this case the sub-systems are independent. 

2.1.3. Real and Reactive Power Flow Data Model 

Real and reactive power flows is determined for every two 

interacting buses separately. This means that this model can 

be directly decomposed according to the selected dimension 

of the sub-systems. It is supposed for the power flows 

between thepth and qthbuses in the ith sub-system (see 

Figure 2) that real and reactive power flows from bus pto bus 

qare: 

( )
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The models of the flows from bus q to bus p are given as 

follows: 
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In general the power flow data model can be written as: 
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The type of the measurements and the number of 

measurements of real and reactive power flows can be 

different for different sub-systems. 

2.1.4. Tie-Line Data Model 

The NSsub-systemsshown in Figure 1are connected by tie-

lines (electrical transmission lines or transformers). In this 

paper only electrical transmission lines are considered. The 

two ends of each tie-line are buses belonging to different sub-

systems. The set of these boundary buses define an (NS+1)th 

sub-system called interconnection sub-system. The 

measurement model for the tie-lines between the ith and jth 

sub-systems, when the number of tie-lines is Ntlis given in 

[21] as follows: 
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The vector of measurements for the ith sub-system can be 

written as 
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The vector of measurements for the interconnected system 

is given by: 

[ ]T
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The measurement model is a non-linear and can be written 

as: 
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It can be observed that the ijth sub-system tie-line flow 

measurement model has two parts. The first part depends on 

the ith sub-system voltages while the second part depends on 

the jth sub-system. This means that the measurement model 

can be represented as a sum from a model of the ith sub-

system and the model of interconnection with other sub-

systems. The first part depends on the voltage Vi,p of the ith 

sub-system and the second depends on Vj,g of the jth sub-

system. These voltages Participate also in the injection model 

of the sub-system of the interconnected system. Included in 

the vector of voltages of the sub-system are also the border 

buses and voltages. In this way it is not necessary to calculate 

again the state estimates of the border injections as they are 

calculated using the injection data model. 

Hence, the model of the tie-line data for the ith sub-system 

can be written in the following way: 

( ) tliiitlitli yVhz ,,, +∠= δ                          (26) 

( )jjtlijtli Vhy δ∠= ,,                                (27) 

The dimension of the measurement vector depends on the 

number of the tie-lines between the ith sub-system and other 

sub-system. 

Finally the data model(measurement) of the ith sub-system 

with measurements of the voltage, real and reactive power 

injections, real and reactive power flows, and real and 

reactive power flows in the tie-lines can be written as: 
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The model given by (28) is used for formulation and 

solution of state estimation problem under decomposed 

environment. 

3.State Estimation Problem Solution 

3.1. Two Level State Estimation Solution 

The solution of a power system state estimation can be 

obtained by solving the following Lagrangian function 
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where 

tliinjitliinji ,,,, ,,, λλρρ are vectors of Lagrange multipliers. 

The Lagrangian function includes the criterion and the 

model of the interconnected equations of the sub-system 

according to power injections and flows. It can be seen from 

(29) if the interconnections injijh ,  and tlijh ,  can be 

decomposed, then the Lagrangian function can be 

decomposed and the state estimation problem can be solved 

in a fully decentralized way. 

Such a type of decomposition of the Lagrangian function 

can be achieved if the problem for state estimation is solved 

in a two-level structure using the principles of decomposition 

coordination [17]. The mixed principle of prediction of the 

aims of the sub-system represented by the Lagrange variables 

inji ,ρ  and tli ,ρ , and of prediction of interconnection of the 

sub-systems injiy ,  and tliy ,  is applied to the Lagrangian 

function of (29). This principle is implemented by 

introducing a coordinator on the second level of the two-level 

structure of the solution to the problem. The coordinator 

predicts the values of the Lagrange variables and 

interconnections as follows: 
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Where c is the index of the coordinating procedure. 

Substitution of the coordinating variables given in (30) 

into the Lagrangian function (29) allows the interconnection 

terms to be distributed between the sub-systems in the 

following way [17] 
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Equations (31) and (32) are possible on the basis that the 

connection between the primal variables jV  and the dual 

(Lagrange’s) variables iρ . As the dual variables have the 

voltages of other sub-systems can be substituted by the 

voltages of the ith sub-system and the Lagrange’s variables 

of the jth sub-system. In this way the Lagrangian function is 

a function only of the voltages of the ith sub-system and can 

be fully decomposed. This means that the state estimation 

can be solved separately. Then, the system solutions in this 

case depends on the values of the coordinating variables, 

which means that the optimal solutions will be obtained only 

when the values of the coordinating variables is computed by 

an iterative process of coordination based on the necessary 

conditions for optimality of the Lagrangian function towards 

the coordinating variables and on the solution of the separate 

sub-system’s problems. 

The necessary conditions for optimality of the Lagrangian 

function towards the coordination variables are given by: 
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The value of voltages and the value of Lagrange’s 

variables inji,λ and tli,λ  can be obtained as solutions of the 

sub-systems state estimation problems. 

Equations (33) to (36) can be solved analytically using the 

solutions obtained from first level sub-problems in the 

following way: 
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The optimal solution of the initial state estimation problem 

is obtained if the necessary conditions for optimality 
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according to the coordinating variables are fulfilled. This can 

be checked by calculating of errors 

c
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If 44332211 ,,, ϕεϕεϕεϕε ≤≤≤≤  

Where 0,0,0,0 4321 >>>> ϕϕϕϕ  are very small pre-

defined number, the optimal solution of the coordinating 

problem and the sub-problems are obtained. 

3.2. Formulation of the State Estimation Sub-Problem of 

the First Level 

The state estimation problem for every isolated sub-system 

is formulated using decomposed Lagrangian function for 

sub-problem criterion given by: 
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3.2.1. Solution of the First Level Problems 

A Lagrangian function is formed for every sub-problem as 

follows: 
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The optimal solution is based on the necessary conditions 

for optimality as follows: 
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The solution of set of equations (47) to (52) gives the 

necessary conditions for optimality determines the optimal 

solution of the ith sub-problem. Eqns (47) t0 (52) are non-

linear with many variables; they cannot be solved by 

analytical method. Gradient procedures are used to calculate 

the values of primal variables ( iiV δ, ) and the dual variables 

( flowiVitliinji ,,,, ,,, λλλλ ) as follows: 
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where 

flowiitliinjiiVi ,,,,,, ,,,,, εεεεεε λδ are errors and iα  is step-

length. 

The calculations given by eqn (53) are performed under 

the given by the second level values. The gradient procedure 

continues until convergence on maximum number of 

iterations on the first level is attained. Norm [21] of the errors 

of every iteration is calculated from: 
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Norms of the errors are compared with small pre-defined 

positive numbers given by the following constants

54321 ,,,, φφφφφ . If 5544332211 ,,,, φεφεφεφεφε ≤≤≤≤ iiiii  is fulfilled, 

then the optimal solution is attained and the computation 

process is stopped. When the calculations of the first level are 

completed, the values of tliViiiV ,,, , λλδ  are sent to the second 

level and the new values of the coordinating variables are 

calculated and so on. The computation set up and 

communication between first level and second level is 

presented in Figure 3. 

 

Figure 3. Communication between Two level structures for solution of state estimation problem 

4. Algorithms 

The computation procedure is implemented using the 

following first and second level algorithms. 

4.1. First Level Algorithm 

At first level, the optimal operating condition of each sub-

system is determined by solving independent N power 

system state estimation. At this level the interconnection 

between the sub-systems have not to be considered. 

Interconnection values are provides by the coordinator. 

Hence, gradient methods are used to compute the primal and 

dual variables of the isolated sub-system. The following 

algorithm is used to calculate the solution of the first level 

sub-problem. Before starting the algorithm, first the number 

of iterations is defined. 

I. Initialize t= 0 

II. Set initial values for VitliflowiinjiiiV ,,.,,, ,,, λλλλδ . Initial 

value of iV  is obtained from load flow program and 

iδ is set equal to zero. 

III. Obtain the values of the coordinating variables  
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IV. tliinjitliinji yy ,,,, ,,, ρρ  from the second level 

V. Improve values of set variables using Eqn (53) 

VI. Check for conditions for convergence using Eqn (54) 

If conditions of convergence satisfy (54) stop the 

procedure and sent the values of tliinjiiiV ,,,, ,λλδ  to the second 

level. If not go to step II. First level algorithm is 

schematically given in Figure 4. 

 

Figure 4. First level algorithm flowchart 

4.2. Second Level Algorithm 

The coordinator does not know or need the detailed 

operating information of each sub-system. The coordinator 

executes the following function: 

I. Predict the values of Lagrange’s variables and 

interconnection variables and sent predicted variables 

to the first level 

II. Wait all calculations on the first level to be completed 

and receive the calculated values from first level 

III. Compare tliinji ,, , ρρ  if the error between them is 

bigger than pre-defined tolerance, calculate the 

improved values of the coordinating variables 

IV. If the error is smaller than the pre-defined tolerance, 

stop the procedure. 

It can be observed that the coordinator has little work to do. 

The coordinator does not calculate the state vector but has to 
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predict the Lagrange’s variables and variables related to sub-

system interconnections. The positive characteristic of this 

method is that of reducing computation work at coordinator 

level. The second level algorithm is schematically given in 

Figure 5. 

 

Figure 5. Second level algorithm flowchart 
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5. Discussion 

The developed decomposition-coordination model and 

algorithm in this paper presents positive characteristic in 

solving the power system state estimation problem. First, the 

solution of power system state estimation is reduced to the 

solution of N+1 independent sub-problem. Secondary, the 

implementation of the algorithm is carried out using parallel 

and distributed architectures. In this way, the computational 

task corresponding to the decomposition work can be carried 

out by a unique parallel computer located in the power 

system central dispatch centre, using a cluster or by using a 

suitable distributed computing scheme with several 

processors located at lower levels in the control hierarchical 

such as in the regional control centres. 

First and second algorithms are applied in solving the 

estimation problem provided that: the system is decomposed 

into sub-systems or areas, at least one generating bus is 

available in a sub-system and the sub-system is observable i.e. 

measurements from the sub-system are enough to perform 

the state estimation. 

Decomposition-coordination method and algorithm is 

aimed at facilitating parallel or distributed processing, 

decentralizing measurement of a large-scale power system 

networks, reducing amount of measurements sent to central 

dispatch centre and reducing computation time and 

complexity on solution of state estimation. 

6. Conclusion 

In this paper the formulation of the problem for 

decomposed solution of power system state estimation is 

presented. Measurement models or voltage magnitude, real 

and reactive power injections, real and reactive line power 

flows, and real and reactive power flows in tie-lie lines 

connecting sub-systems are developed. State estimation 

problem solution using two-level structure is proposed. First 

and second level algorithms for implementing the two-level 

computation are presented. The developed decomposition-

coordination method, models and algorithm presents positive 

characteristic in solving power system state estimation of 

large-scale power system network and can be implemented 

using parallel or distributed computing architecture. Further 

work is still going on to establish the accuracy of the 

proposed approach. The proposed method will be tested 

using IEEE 14, IEEE 30, and IEEE 57 buses. 
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