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Abstract: A global pandemic COVID-19 has been rapidly spreading, and the predictions for infected rate shows how the cases 

will increase or decrease. Even though the number of people who get the corona vaccine is increasing, COVID-19 has been a 

serious worldwide problem. As machine learning and deep learning were implemented to predict COVID-19 in recent days, 

machine learning to predict the number of confirmed and death cases of COVID-19 was used. Prediction graphs of our proposed 

model play a crucial role for preventing more people getting infected. The project collected the number of daily infected cases in 

New York from March 21th 2020 to March 6th 2021. For precise results, the dataset in 6 different kinds of the machine learning 

methods was used. The methods were Decision Tree, Random Forest, Linear Regression, Gradient Boosting, XGboosting, and 

LGBM. RMSE and MAE values fluctuated from 9.95 to 68.85 and 5.99 to 58.76. The most accurate model was Linear 

Regression, RMSE and MAE with 9.96 and 5.99 for death cases and 597.61 and 346.04 for confirmed cases. Therefore, those 

prediction graph almost matched the same as the real number graph that the project drew with an actual dataset. The other dataset 

was about common COVID-19 symptoms, and the Catboost model listed from the most influential factor, breathing problem. 

Collecting data from other areas and specifying the patients’ features could have improved the quality of the research, though 

overall the result was successful. 
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1. Introduction 

1.1. Background 

Currently, with 83 million cases around the world, 

Coronavirus Disease (COVID-19) has caused a global 

pandemic with nearly 2.7 million deaths so far [1]. COVID-19 

was first reported in the Wuhan province of China in 

December of 2019 [2]. WHO claimed that the virus in 

COVID-19 is mainly transmitted when a person coughs, 

sneezes, or speaks. The reason why COVID-19 is so fast in 

transmission is because it is spread through smear, and when 

the cough or sneeze of an infected person is inhaled through 

the respiratory system, the virus spreads [3]. Also, if you 

touch your eyes, nose, or mouth after touching contaminated 

objects, there is a high possibility that the virus will spread 

through contact. The COVID-19 incubation period ranges 

from 1 to 14 days (4 to 7 days on average). COVID-19 

symptoms include fever, boredom, cough, shortness of breath, 

acute respiratory distress syndrome, and rare cases include 

small talk, sore throat, headache, bleeding and nausea and 

diarrhea. As corona-induced infections began in earnest, 

countries around the world implemented distancing and 

economic containment measures, which caused severe 

economic damage. Therefore, patients with this virus must be 

discovered before spreading the virus to more people [4]. 

COVID-19 has a significant impact on social, leisure, 

professional and family life as well as individual health 

problems. Many people have faced drastic changes in their 

lives and economic crises, and the COVID-19 crisis is creating 

many social changes. These changes could create problems 

with income polarization or educational inequality as the 

pandemic drags on. COVID-19 has had a huge impact on the 

entire national economy and industry from the daily lives of 

the entire nation, and many industries are directly and 

indirectly affected by entry restrictions and travel bans. Some 

predict that even if the COVID-19 situation calms down in the 

future, it will not be able to return to society before the 
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COVID-19 outbreak. The current impact of COVID-19 is 

unprecedented in the World Health Organization (WHO) to 

the extent that it declares COVID-19, and the tourism industry 

is almost shut-down. For diagnosing COVID-19, the real-time 

reverse transcription PCR (Real-time RT-PCR) used by 

corona tests in hospitals checks for DNA amplified by PCR 

reactions in real time, allowing quantitative analysis of the 

amount of DNA as well as the presence of target DNA in 

samples without electrophoresis [5]. Even though a vaccine 

such as Moderna, Pfizer, and AstraZeneca for this virus was 

invented, the antigenic drift recently occurred and some 

European countries started to lock down the country again [6]. 

51.5% of people received at least one dose and 41.6% have 

been fully vaccinated as of June 5, 2021, however, in some 

countries, such as the Republic of Korea, only 13.7% of 

people got vaccinated at least once and 4.3% were fully 

vaccinated [7]. Figure 1 shows the cumulative sum graph of 

COVID-19 death cases in the US [8]. 

 

Figure 1. COVID-19 death cases in US. 

1.2. Objective 

A global pandemic COVID-19 has been infecting people all 

around the world, and the number of cases is rapidly 

increasing. The focus of the paper is to find out if machine 

learning programs are as accurate as they are to organize the 

status or predict the future situation. When the value of RMSE 

and MAE is close to 0, it is called a reliable predicted model. 

Tamhane and Mulge have shown large numbers of RMSE and 

MAE, which need to be improved by using a different 

machine learning model [9]. Furthermore, they did not show 

any significant symptoms for COVID 19. The goal of this 

paper is to show the important factors for COVID 19, choose a 

better model and improve the RMSE score of the prediction. 

2. Related Works 

Shrivastav and Jha collected data from the Ministry of 

Health and Family Welfare, resulting in MSE and RMSE by 

using the Gradient Boosting Model (GBM). Their objectives 

were to find the effect of the minimum temperature, maximum 

temperature, minimum humidity, and maximum humidity on 

the COVID-19. The greatest values of MSE and RMSE were 

69855.46 and 272.49 in the active cases modeling, and 

6614.20 and 81.33 in the recovered cases modeling [10]. 

Parbat and Chakraborty published the paper predicting the 

deaths, confirmed, and recovered cases was output by the 

Support Vector Regression model, about Novel Coronavirus 

2019 dataset. Using the support vector regression model, total 

deaths and total recovered cases have shown a great accuracy 

with 0.00849 and 0.092142 of each MSE and RMSE for total 

deaths and 0.0030289 and 0.174036 for total confirmed [11]. 

Tamhane and Mulge utilized the data collected from Johns 

Hopkins University and one of the machine learning methods, 

Polynomial Regression and Support Vector Regression aimed 

at a successful prediction for COVID-19 outbreak. In order to 

find the most accurate prediction by leaving the least error rate, 

each MSE of Polynomial Regression and Support Vector 

Regression has drawn 185.7626758879287 and 

2816.121760878107 [9]. Shahid and Muneeb analyzed data 

consisting of COVID-19 one from Brazil, Germany, Italy, 

Spain, UK, China, India Israel, Russia, and the USA. This 

research utilized LSTM, GRU, and BI-LSTM, ARIMA, SVR 

with polynomial and RBF kernels. The highest scores of MAE 

and RMSE are 0.007 and 0.0077 respectively through 

Bi-LSTM [12]. Gupta et al. analyzed the dataset through the 

Support Vector Machine, Prophet Forecasting Model, and 

Linear Regression Model, the paper makes reliable 

predictions of COVID-19 measuring. The super Vector 

Machine method is categorized into Active Rate, Cured Rate, 

and Death Rate, and the Active rate has shown 266.82 in MSE 

and 16.22463 in RMSE. Cured rate and Death rate have 

marked 139229.8 and 17.12 in MSE, and 273.1351 and 

4.137632 in RSME as well [13]. 

3. Materials and Methods 

3.1. Data Description 

The number of confirmed cases of each day from March 

24th, 2020 to March 6th, 2021 was collected to predict the 
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prospects for the COVID-19 by finding the patterns. The 

columns were divided into 8 districts, and they are Albany, 

Columbia, Green, Rensselaer, Saratoga, Schenectady, Warren, 

and Washington. Figure 3 dataset consists of COVID 

symptoms and whether people suffer COVID-19 or not. 

 

Figure 2. Preview of our dataset. 

 

Figure 3. Preview of dataset of COVID symptoms. 

3.2. Machine Learning 

Machine learning mainly focuses on how computers can 

improve their performance through experiences [14]. Machine 

learning mainly consists of two different learnings, which are 

supervised learning and unsupervised learning. The dominant 

difference between them is whether they are labelled or not. 

For supervised learning, the input data should be labelled 

before the machine learning models trained them. On the other 

hand, unsupervised learning does not need any label for 

training [15]. Decision trees, random forest, logistic 

regression, support vector machines, neural networks, kernel 

machines, and Bayesian classifiers are the representative 

algorithms of supervised learning. Unsupervised learning 

mainly involves the clustering algorithms, and the K-means 

algorithm is symbolic one [14]. The main difference between 

machine learning and deep learning is that deep learning needs 

less human interventions. While the implement feature 

extraction manually before we put them into a model for 

classification or regression was needed, deep learning 

automatically extracts the feature from the given dataset. 

3.3. Boosting Algorithm 

Boosting algorithms are one of the representative models of 

ensemble algorithms. While a random forest, another model of 

ensemble algorithms, is based on bagging, which operates 

parallelly, while a boosting operates sequentially. Boosting is 

a decision tree based algorithm, which can not handle the 

categorical value by itself. In other words, the basic boosting 

models must go through the preprocessing stage before 

training. Even though the One-hot Encoding, Label Encoder 

function, or the dummy coding could be utilized, these 

methods could trigger a lot of memory usage and lower the 

speed of calculation. Furthermore, the basic boosting 

algorithm learns the residual error sequentially and predicts 

with the process. However, the boosting algorithm is 

vulnerable to overfitting [16]. 
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Figure 4. Overall process of bagging algorithm. 

 

Figure 5. Overall process of boosting algorithm. 

3.4. Catboost 

Catboost algorithm is an ordered boosting algorithm, 

which focuses on solving the overfitting problem of the 

boosting algorithm. The ordered boosting is a method that 

builds the model for calculating the residual error from 

limited data and then calculates the whole data through the 

model. Furthermore, adding random permutation in the 

ordered boosting prevents overfitting effectively. For 

preprocessing the categorical variables, the catboost 

algorithm calculates a sample mean for the variables in the 

same category which goes through the random permutation. 

Catboost algorithm increases the training speed through 

feature combinations which gathers the variables with the 

same information gained into a group. Moreover, while the 

other ensemble algorithms such as random forest and 

gradient boosting should utilize the GridSearch or 

RandomizedSearch for finding the optimal hyperparameter, 

the catboost does not go through those stages as the default 

setting of the parameter is already satisfied [17]. 

3.5. Linear Regression 

The regression with a single independent variable is known 

as univariate regression, while with multiple independent 

variables is called multivariate regression. Linear regression 

model implements a straight line to find the optimal fitted 

line. On the contrast, logistic regression and non linear 

regression utilizes a curved line for fitting into the dataset. 

By fitting a linear equation, it attempts to find the relationship 

between two variables. One is called an independent variable 

and the other is called a dependent variable [18]. The formula 

for linear regression can be found on formula (1). 

�	 � 	�� 	� 	���	 � 		              (1) 

while y denotes the dependent variable for the independent 

variable x, �� denotes the intercept, the predicted value of y 

when the x is 0, ��  denotes the regression coefficient, 	 

denotes the error of the estimate. The purpose of the linear 

regression is to find the best fit line for the given dataset by 

seeking for the regression coefficient which can decrease the 

total error of the model. 

4. Result 

4.1. Analyzing Important Symptoms for COVID-19 

According to the COVID-19 symptom dataset given by 

Kaggle, which is available on 

https://www.kaggle.com/hemanthhari/symptoms-and-covid-p

resence, seven kinds of machine learning methods, Logistic 

Regression, Decision Tree Classifier, Random Forest 

Classifier, Gradient Boosting Classifier, XGBClassifier, 

LGBM Classifier, and Cat Boost Classifier were used for 

detecting and listing the factors (symptoms) in order of 

influence. Among the seven methods, Decision Tree Classifier, 

Random Forest Classifier, LGBM Classifier, and Cat Boost 

Classifier have shown the greatest accuracy of 98.41%. As the 

Cat-Boost algorithm is based on decision tree models, it could 

show the feature importances of each variable [17]. Therefore, 

by visualizing the feature importances through the function, 

The project could conclude that breathing problems and 

attending large gatherings are the most influential factors on 

COVID-19. 

4.2. Results of RMSE and MAE Scores from Various 

Models 

The models used to predict the numbers for the future were 

Decision Tree Regressor, Random Forest Regressor, Linear 

Regression Model, Gradient Boosting Regressor, XG 

Boosting Regressor, and Light Gradient Boosting Regressor. 

The Linear Regression model has shown the greatest accuracy 

of RMSE and MAE in both deaths and confirmed case 

predictions. As shown by Figure 8 and Figure 9, the RMSE 

and MAE for the predicted death number were each 9.96 and 

5.99. As the values are close to 0, the predicted graph was 

drawn almost the same as the actual graph made after 

collecting the data. As demonstrated by Figure 10 and Figure 

11, the RMSE and MAE for the predicted cases were each 

597.61 and 346.04. Small values of RMSE and MAE resulted 

in a reliable prediction that had nearly the same shape as the 

real number graph. 
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Figure 6. Accuracy score from machine learning models. 

 

Figure 7. Visualizing important symptoms of COVID-19. 

 

Figure 8. Visualizing graph of RMSE scores from machine learning models for death cases. 
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Figure 9. Visualizing graph of MAE scores from machine learning models for death cases. 

 

Figure 10. Visualizing graph of RMSE scores from machine learning models for confirmed cases. 

 

Figure 11. Visualizing graph of MAE scores from machine learning models for confirmed cases. 
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Figure 12. Visualizing graph of predicted numbers and death numbers. 

 

Figure 13. Visualizing graph of predicted cases numbers and confirmed cases 

numbers. 

5. Discussion 

5.1. Principle Finding 

Through the symptom analysis, the project figured out which 

factor of COVID-19 is most influential among 18 common 

symptoms. Especially breathing problems, attending large 

gatherings, dry cough and sore throats are the most 

representative symptoms among them. The prediction graph 

and the real number graph matched almost the same with little 

difference. This explains how accurate the machine learning 

model was; the Linear Regression model had the best prediction 

between 6 other models. On the other hand, LGBM had the 

highest RMSE and MAE, which means that its prediction was 

the worst among other algorithms. Boosting Model or Random 

Forest have the greatest performance in accuracy and RMSE in 

general, but in this COVID-19 prediction case, Linear 

Regression model showed better accuracy. 

5.2. Limitation 

To output more accurate predictions, there has to be more 

data. If the dataset included more data, it could have used a 

Deep Learning model such as Deep Neural Network (DNN), 

Recurrent Neural Network (RNN), Long Short Term Memory 

LSTM) and Gated Recurrent Unit (GRU). As the project only 

focused on the confirmed cases in New York, there was a 

limitation for digging into advanced and precise predictions. 

The data recorded was just the number of new daily cases, 

which did not consider their age or gender as a feature. If the 

infected cases were more specified, the result would be even 

more credible. 

6. Conclusion 

The machine learning model helped find the most influential 

factor of COVID-19 symptoms and visualize the predictions for 

future cases in New York by constructing a graph. From the 

lists of the number of people who have the symptoms, the 

model found out which was the most influential factor for 

COVID-19 that confirmed people commonly had. Patients have 

shown that many of them had a breathing problem and attended 

large gatherings before being confirmed. The prediction graph 

for future confirmed cases in New York created by the Linear 

Regression model, which had the smallest value of RMSE and 

MAE, presented nearly the same shape as the real number graph. 

With more data and a more accurate machine learning model 

that digs deeper, it could have brought better predictions. 

Collecting more information about confirmed cases and 

symptoms from other areas can improve the quality and content 

of the research paper. Overall, machine learning allowed to 

make reliable predictions. 
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