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Abstract: This paper focuses on the Landsat 8 satellite image classification of the OLI sensor via the remote sensing software Erdas 

Imagine in order to calculate the land cover surface and to establish the mapping of the special reserve Kalambatritra of Madagascar for 

the year 2018. For this, we adopted the methodology of satellite image processing based on supervised classification algorithms. The 

processing was moved to spectral preparation and improvement of spatial resolution using the blue, green, red, near infrared and 

panchromatic channels. Then, a comparison study of the supervised classification algorithms was done to obtain a more accurate result. 

The validation of the classification results was performed using several reference points, a previous national processing result already 

validated in the field and the Google earth image of the same year. After repeating the classification several times, we obtained 

accuracies of 77%, 75%, 88%, 84% and 90% with Kappa indices of 0.64, 0.61, 0.80, 0.76 and 0.84 for the Spectral Angle Mapper, 

Spectral Correlation Mapper, Maximum Likelihood, Mahalanobis Distance and Minimum Distance. Based on these results, the 

minimum distance showed a higher accuracy and gave us 13462.1842 ha of forest area, 16798.8006 ha of prairie for the year 2018.  
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1. Introduction 

Supervised classification is a very important means in 

satellite image processing for mapping land use and 

determining forest area. For this purpose, images from SPOT, 

Landsat, Terra, Sentinel satellites are useful and allow this 

work because they are rich in spectral and spatial information 

at the same time. Thus, several scientific works have carried 

out experiments on these images such as the article used 

Landsat 7 ETM+ image to detect a wetland in Malagasy 

forest [1], and used SPOT images to detect land use changes 

in the humid forest [2]. Our study continues their work but 

we are focusing on the study of low altitude dense humid 

forest using Landsat 8 image from the OLI sensor. 

Indeed, our Kalambatritra study area is located in the 

South-East zone of Madagascar. It is characterized as low 

altitude dense forest. This zone is often victim to human acts 

such as charcoal, Tavy cultivation, bushfires. These acts lead to 

the reduction of the forest surface of this special reserve. The 

classification facilitates the calculation of this area. However, 

each classification method gives different results [3-5]. 

In this article, we carry out the treatments with the ERDAS 

imagine. This software proposes supervised classification 

algorithms. Thus, the treatments are carried out in three phases. 
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They include pre-treatment, classification and 

post-classification. The validation of the result is done by the 

image of Google earth at the same date and a national result 

already validated. The accuracy of the result obtained defines 

whether or not the processing is repeated. Thus, the results of 

our experiments show that the precision can be higher with the 

algorithm of minimum distance with a Kappa index of 0.84. 

2. Presentation of the Study Area 

The Special Reserve of Kalambatritra was created by the 

decree n°5959 of April 24th, 1959 and is located in the South 

East of Madagascar (23°28 South and 46°29 East), at the limit 

of the regions of Ihorombe and Anosy, 55 km East of Betroka. 

This zone includes in the Path "159" and Row "076" of Landsat. 

Kalambatritra has an altitude of 1300 to 1500m. Figure 1 shows 

us the limit of the Kalambatritra Special Reserve. 

 

Figure 1. Limit of the special reserve Kalambatritra. 

3. Presentation of Data Used 

In this study, we need a satellite image that we choose from 

the Landsat 8 satellite image year 2018 because this image is 

free of charge and its characteristic is highly suitable for forest 

area classification. Landsat 8 images can be downloaded from 

the link http://www.googleearth.gov. An image from this 

satellite is made up of 11 channels but we are interested in band 

2, band 3, band 4, band 5 and band 8 (panchromatic) from the 

OLI sensor. Table 1 shows the characteristics of these bands. 

Table 1. Feature four bands and the Panchromatic band of Landsat 8 OLI 

sensor. 

Band Wavelength resolution Color 

2 0,450-0,515µm 30m Blue 

3 0,525-0,600µm 30m Green 

4 0,630-0,680µm 30m Red 

5 0,845-0,885µm 30m Near Infrared 

8 0,500-0,680µm 15m Panchromatic 

4. Methodology on the Determination of 

Land Use 

In order to conduct this study properly, we are joining a 

rather generic method in satellite image processing using 

supervised classification. This method involves 

pre-processing, classification and post-classification [6, 2]. 

Figure 2 shows the steps in this method. 

Concatenation: This step allows us to combine the spectral 

bands (B2, B3, B4 and B5) to form a multispectral Landsat 8 

image. 

Fusion: The panchromatic band of the OLI sensor (B8) has 

a resolution of 15m. Fusion using this band can improve the 

resolution of our multispectral image. In this step, we have 

the previous result and the panchromatic band as input data 

and a 15m multispectral image as output. 

Color composition: This step allows us to distinguish 

objects in true color or false color mode based on RGB 

(Red-Green-Blue). It makes it easy to perform the visual 

analysis necessary for classification.  

Image classification: In this step, we compare the five 

classification algorithms supervised under ERDAS Imagine 

to define the best classifier for Kalambatritra.  

The Spectral Angle Mapper [7-11] is a classifier that 

determines the spectral similarity between two spectra by 

calculating the spectral angle between the spectral signatures 

of the image pixels and the spectral signatures of the training 

data. In this, the SAM treats them as vectors in a space of a 

dimension equal to the number of bands. Furthermore, the 

length of the vector represents the brightness of the pixel 

while the direction represents the spectral characteristic of 

the pixel. The variation in illumination mainly affects the 

changes in vector length, while the spectral variability 

between different spectra affects the angle between their 

corresponding vectors. 
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Hence a: the spectral signature of the image pixel b: the 

spectral signature of the training data and n is the number of 

spectral bands in the image. 

The Spectral Correlation Mapper or SCM [12, 13] is an 

improvement of the SAM algorithm. This supervised 

classification algorithm is based on a comparison of the 

spectral image with a reference spectrum. This reference 

spectrum is user-defined. In this, the comparison is performed 

through a similarity criterion. 

SCM=
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Hence a: the spectral signature of the image pixel b: the 

spectral signature of the training data and n is the number of 

spectral bands in the image. 

Maximum likelihood [14-16] is one of the best known 

supervised classification methods used in the world of satellite 

image processing. This method is based on the probability that 

a pixel belongs to a particular class. That is, a pixel is 

classified in the corresponding class when it has the maximum 

probability for that class. However, it uses the probability 

function as the decision rule used. In other words, the 

maximum likelihood classifier quantitatively evaluates the 

variance and covariance of spectral response models when 

classifying an unknown pixel. 
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Hence x: value of the brightness of the X axis '̂�: average class value )*�: measurement of class variance 

The Mahalanobis distance [17] is a measure of the distance 

between two points in space defined by at least two 

correlated variables. This classifier takes into account class 

variability. That is, it uses the statistic for each class based on 

a covariance matrix. It is similar to the minimum distance 

classifier for the mode of classifying data into different 

classes except that it uses a covariance matrix. The 

mathematical function that can calculate the Mahalanobis 

distance is presented as follows [18]. 

+,� � �� �� # -��./����� # -��         (4) 

Hence: +,�: the distance of mahalanobis |/�|: Determinant of the covariance matrix of class i 

x:matrix of dimension n of a pixel -�: mean vector 

t: transposed from the matrix base 

The minimum distance [19] is used to classify remote 

sensing data into different classes. It requires finding the mean 

value of each class called a centroid and then calculating the 

Euclidean distance between the mean value of the classes and 

the unknown value of the image pixel. Each pixel will be 

assigned to the corresponding classes according to the shortest 

distance between them. The implementation of this classifier 

is computationally simple and easy to use. The following 

formula can calculate the Euclidean distance between two 

points [16]. 

01�2 � 3�45�67 # '87�� 9 �45�6: # '8:��      (5) 

Hence: '87and '8:are the mean of the vectors in class c 

measured from the band k and l. 

The validations of our results are done using the image of 

Google earth and a result of image processing (national) of 

Madagascar already validated. In this, we use one hundred 

(100) validation points for each result of the classification. 

 

Figure 2. Methodology for the determination of land use. 
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5. Experimentations 

Using the ERDAS "stack" function, we obtained a 

multispectral image of four spectral bands with a resolution of 

30m. Figure 3 illustrates our multispectral image in true color 

mode and in false color mode. 

 

Figure 3. Landsat true color and false color multispectral image of 

Kalambatritra year 2018. 

Figure 4 shows the result of merging our Landsat 8 

multispectral image with the panchromatic band at 15 m 

resolution. 

 

Figure 4. Multispectral Landsat 8 to 15m resolution image of Kalambatritra 

year 2018. 

After repeating the classification several times, we obtained 

the following results. 

 

Figure 5. Result of the Kalambatritra classification with the SAM algorithm. 

 

Figure 6. Result of the Kalambatritra classification with the SCM algorithm. 

 

Figure7. Result of the Kalambatritra classification with the Maximum 

Likelihood Algorithm. 

 

Figure 8. Result of the Kalambatritra classification with the Mahalanobis 

distance algorithm. 

 

Figure 9. Result of the Kalambatritra classification with the minimum 

distance algorithm. 
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After validation, each classification result is associated by a 

confusion matrix. Tables 2, 3, 4, 5, 6 and 7 show these matrices. 

Table 2. Result of the validation with the SAM algorithm. 

Class Reference 
Nbr 

classified 

Well 

classified 

Producer 

Accuracy 

User 

Accuracy 

Water 14 6 6 42.86% 100% 

Forest 38 33 33 86.84% 100% 

No classified 3 13 3 100% 23.08% 

Prairie 45 48 35 77.78% 72.92% 

Table 3. Result of the validation with the SCM algorithm. 

Class Reference 
Nbr 

classified 

Well 

classified 

Producer 

Accuracy 

User 

Accuracy 

Water 14 8 8 57.14% 100% 

Forest 32 40 32 100% 80.00% 

No classified 1 13 1 100% 7.69% 

Prairie 53 39 34 64.15% 87.18% 

Table4. Result of the validation with the Maximum Likelihood algorithm. 

Class Reference 
Nbr 

classified 

Well 

classified 

Producer 

Accuracy 

User 

Accuracy 

Water 14 7 7 50% 100% 

Forest 39 38 36 92.31% 94.74% 

No classified 3 3 3 100% 100% 

Prairie 43 52 42 97.67% 80.77% 

Table 5. Result of the validation with the Mahalanobis Distance Algorithm. 

Class Reference 
Nbr 

classified 

Well 

classified 

Producer 

Accuracy 

User 

Accuracy 

Water 14 6 6 42.86% 100.00% 

Forest 37 33 32 86.49% 96.97% 

No classified 10 15 10 100.00% 66.67% 

Prairie 39 46 36 92.31% 78.26% 

Table6. Result of the validation with the algorithm Minimum distance. 

Class Reference 
Nbr 

classified 

Well 

classified 

Producer 

Accuracy 

User 

Accuracy 

Water 15 7 7 42.67% 100% 

Forest 38 36 36 94.74% 100% 

No classified 6 6 6 100% 100% 

Prairie 41 51 41 100% 80.39% 

Table 7. Comparison of results for each classifier. 

classifier 
Overall Classification 

Accuracy 

Overall Kappa 

Statistics 

SAM 77% 0.64 

SCM 75% 0.6170 

ML 88% 0.8057 

D Mahalanobis 84% 0.7630 

D minimum 90% 0.84 

Figure 10 shows a graphical representation in histogram 

form of the variation in the results obtained during the 

treatments. 

Table 8. Result of Kalambatritra Area Calculations. 

Object Area(ha) 

Water - 

Forest 13462,1842 

No classified 38,1336642 

Prairie 16798,8006 

 

Figure 10. Histogram representation of the validation results. 

Figure11 shows us a mapping of the result of the 

classification using the distance algorithm. 

 

Figure 11. Map showing the forest area of Kalambatritra in 2018. 

Table 8 shows the area of Forest, Prairie and Unclassified of 

Kalambatritrain 2018. 

6. Discussions 

This study allowed us to determine the forest area for the 

year 2018. Moreover, we could not find the evolution of the 

Kalambatritra forest area between years. This limitation 

recommends us to use other previous images or images at 

different dates to detect the change existing in this area using 

the change detection algorithm. 

The resolution of an image is very important in a supervised 

classification especially in visual analysis. An image with low 
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resolution hinders forest type categorization. However, we 

only have a resolution of 15m for our multispectral image after 

fusion. This resolution will not allow the categorization of the 

Kalambatritra forests. Thus, this opens the door to the fusion 

of Landsat with other very high spatial resolution satellite 

images such as SPOT, Sentine l. 

During the experiments we have done, our treatments are 

notably manual and repetitive. In addition, we spent a lot of 

time. The automation of the processing will be so interesting 

to improve the work organization, optimize the execution time 

and make easy the tedious work in satellite image processing. 

Thus, the use of libraries like OTB, R will allow this 

automation. 

For these five supervised classification algorithms, their 

processing times and their algorithm result accuracies are 

relatively different. The Spectral Correlation Mapper was very 

slow compared to the other algorithms while the minimum 

distance gave the smallest processing time but with the highest 

accuracy. Thus, we can conclude that the classification 

algorithm plays a very important role in terms of result 

accuracy and processing time optimization. 

Comparing our result of comparison of classification 

algorithms to another result of a paper [20], our finding is 

different to its result in terms of precision and qualification 

rank because this paper obtained the highest precision in 

maximum likelihood algorithm, then the SAM, the SCM 

while the minimum distance gave the worst result. This 

differentiation is normal taking into account the type of data 

used, the characteristic of the study area as well as the number 

of classes. 

The presence of clouds on the image to be processed makes 

it particularly difficult to classify the Kalambatritra area 

because this special reserve has white layers that cover certain 

stones. In addition, the Kalambatritra special reserve is 

crossed by a stream. It is difficult to classify this brook with a 

resolution of 15 m the fact that it is confused with the 

characteristic of the Prairie class. Thus, the Kalambatritra 

classification requires the use of a very powerful classification 

algorithm capable of distinguishing the spectral signature 

between objects. 

7. Conclusion and Perspectives 

In this study, we performed the supervised classification of 

the Kalambatritra Special Reserve from a Landsat 8 satellite 

image of OLI sensor year 2018. For this, we compared the five 

algorithms of ERDAS Imagine. After validating the results 

obtained, we observed that the minimum distance algorithm 

gave the highest classification accuracy for Kalambatritra 

with 90% Overall Classification Accuracy and 0.84 Kappa 

index. This result led us to the production of a mapping and 

land cover area calculation for Kalambatritra.  

Perspectives include the use of multidate images at change 

detection to produce maps of change in Kalambatritra forest 

area, the use of multi-source images (SPOT, Sentinel) to 

categorize Kalambatritra forests. We also envisage the use of 

OTB, R, Python libraries to automate processing as well as the 

introduction on machine learning algorithms and especially 

the use of deep learning architectures. These will be able to 

give some observations and improvements on the accuracy of 

the classification result. 
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